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#### Abstract

We prove the existence of SRB measures for diffeomorphisms where a positive volume set of initial conditions satisfy an "effective hyperbolicity" condition that guarantees certain recurrence conditions on the iterates of Lebesgue measure. We give examples of systems that do not admit a dominated splitting but can be shown to have SRB measures using our methods.


## 1. Introduction and main results

1.1. Attractors and SRB measures. Let $M$ be a $d$-dimensional smooth Riemannian manifold, $U \subset M$ an open set such that $\bar{U}$ is compact, and $f: U \rightarrow M$ a $C^{1+\alpha}$ diffeomorphism onto its image such that $\overline{f(U)} \subset U$; in this case $U$ is called a trapping region for $f$. The simplest case is when $U=M$, so $f$ is defined on the entire manifold, but there are many important examples in which $U \neq M$, and as usual we write $\Lambda=\bigcap_{n \geq 0} f^{n}(U)$ for the topological attractor onto which the trajectories of $f$ accumulate.

A central question in smooth ergodic theory is to determine whether $f$ admits a physical measure: an invariant measure that governs the statistical properties of volume-typical points. For hyperbolic dynamical systems, the most important class of such measures are the $S R B$ measures, which were first constructed for uniformly hyperbolic systems by Sinai [Sin72], Ruelle [Rue76, Rue78], and Bowen [Bow75], using symbolic techniques based on Markov partitions. A significant generalization of this approach to nonuniformly hyperbolic systems, based on countable-state symbolic dynamics using towers of a special type, was achieved by Young [You98].

We study a different construction of SRB measures, which is more directly geometric and has its roots in work of Pesin and Sinai [PS82] on partially hyperbolic systems, for which symbolic models may not be available. A similar geometric approach was used by Pesin in [Pes92] for hyperbolic systems with singularities, by Carvalho in [Car93] for a class of 'derived from Anosov'
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diffeomorphisms, and by Alves, Bonatti, and Viana in [BV00, ABV00] for more general attractors with a dominated splitting.

Our main results give general criteria for existence of an SRB measure that can be applied without a dominated splitting; these use the notion of 'effective hyperbolicity' introduced by the first and third authors in [CP16].

We recall the definition of SRB measure from [BP07, Definition 13.1.1]. Let $\mu$ be an invariant measure and suppose that $\mu$ is hyperbolic - that is, all Lyapunov exponents of $\mu$ are non-zero. For $\mu$-a.e. $x$ there are local stable and unstable manifolds $V^{s}(x)$ and $V^{u}(x)$ through $x$. It is easy to see that for each such $x$ one has $V^{u}(x) \subset \Lambda$. Let $Y_{\ell}$ be a regular set, i.e. a set of points for which the size of the local stable and unstable manifolds is bounded away from 0 . Given $r>0$, let $Q_{\ell}(x)=\bigcup_{w \in Y_{\ell} \cap B(x, r)} V^{u}(w)$ for every $x \in Y_{\ell}$, where $V^{u}(w)$ is the local unstable manifold through $w$. Denote by $\xi(x)$ the partition of $Q_{\ell}(x)$ by these manifolds, and let $\mu^{u}(w)$ be the conditional measure on $V^{u}(w)$ generated by $\mu$ with respect to the partition $\xi$.

Definition 1.1. A hyperbolic invariant measure $\mu$ is called an $S R B$ measure if for any regular set $Y_{\ell}$ of positive measure and almost every $x \in Y_{\ell}$ and $w \in Y_{\ell} \cap B(x, r)$, the conditional measure $\mu^{u}(w)$ is absolutely continuous with respect to the leaf volume $m_{V^{u}(w)}$ on $V^{u}(w)$.

Every SRB measure has measure-theoretic entropy equal to the sum of its positive Lyapunov exponents; in fact, this is equivalent to the absolute continuity condition in Definition 1.1 [LY85].

Certain ergodic properties follow automatically once we have an SRB measure. For example, it was shown by Ledrappier [Led84] that the number of ergodic SRB measures supported on $\Lambda$ is at most countable, and that each ergodic SRB measure $\mu$ is Bernoulli up to a period (there is a $n \in \mathbb{N}$ such that $\left(\Lambda, f^{n}, \mu\right)$ is conjugate to a Bernoulli shift). In many cases one can in fact guarantee that the number of SRB measures is finite, or even that there is at most one SRB measure [BV00, ABV00, HHTU11].
1.2. Effective hyperbolicity. Given $x \in M$, a subspace $E(x) \subset T_{x} M$, and $\tilde{\theta}(x)>0$, the cone at $x$ around $E(x)$ with angle $\tilde{\theta}(x)$ is

$$
\begin{equation*}
K(x, E(x), \tilde{\theta}(x))=\left\{v \in T_{x} M \mid \measuredangle(v, E(x))<\tilde{\theta}(x)\right\} . \tag{1.1}
\end{equation*}
$$

If $E$ is a measurable distribution on $A \subset M$ and the angle function $\tilde{\theta}: A \rightarrow$ $\mathbb{R}^{+}$is measurable, then (1.1) defines a measurable cone family on $A$. Throughout the paper we will make the following standing assumption.
(H) There exists a forward-invariant set $A \subset U$ of positive volume with two measurable cone families $K^{s}(x), K^{u}(x) \subset T_{x} M$ such that
(a) $\overline{D f\left(K^{u}(x)\right)} \subset K^{u}(f(x))$ for all $x \in A$;
(b) $\overline{D f^{-1}\left(K^{s}(f(x))\right)} \subset K^{s}(x)$ for all $x \in f(A)$.
(c) $K^{s}(x)=K\left(x, E^{s}(x), \tilde{\theta}_{s}(x)\right)$ and $K^{u}(x)=K\left(x, E^{u}(x), \tilde{\theta}_{u}(x)\right)$ are such that $T_{x} M=E^{s}(x) \oplus E^{u}(x) ;$ moreover $d_{s}=\operatorname{dim} E^{s}(x)$ and $d_{u}=\operatorname{dim} E^{u}(x)$ do not depend on $x$.

Such cone families automatically exist if $f$ is uniformly hyperbolic on $\Lambda$, or more generally, if there is a dominated splitting on a compact forwardinvariant set (see (1.6)); in this case $K^{s, u}$ are continuous. We emphasize, however, that in our setting $K^{s, u}$ are not assumed to be continuous, but only measurable. Moreover, the families of subspaces $E^{u, s}(x)$ are not assumed to be invariant, although we could follow the procedure described in [CP16, Remark 2.2] to replace them with invariant families.

Let $A \subset U$ be a forward-invariant set satisfying (H). Following [CP16], define $\lambda^{u}, \lambda^{s}: A \rightarrow \mathbb{R}$ by ${ }^{1}$

$$
\begin{align*}
& \lambda^{u}(x)=\inf \left\{\log \|D f(v)\| \mid v \in K^{u}(x),\|v\|=1\right\}, \\
& \lambda^{s}(x)=\sup \left\{\log \|D f(v)\| \mid v \in K^{s}(x),\|v\|=1\right\} . \tag{1.2}
\end{align*}
$$

We define the defect from domination at $x$ to be

$$
\begin{equation*}
\Delta(x)=\frac{1}{\alpha} \max \left(0, \lambda^{s}(x)-\lambda^{u}(x)\right), \tag{1.3}
\end{equation*}
$$

where we recall that $\alpha \in(0,1]$ is the Hölder exponent of $D f .{ }^{2}$ Roughly speaking, $\Delta(x)$ controls how much the curvature of unstable manifolds can grow as we go from $x$ to $f(x)$; see Theorem 5.1 and Remark 5.2 for further discussion of the role this quantity plays. When $f$ has a dominated splitting, we have $\Delta(x)=0$ everywhere; see $\S 1.4$.

The following quantity is positive whenever $f$ expands vectors in $K^{u}(x)$ and contracts vectors in $K^{s}(x)$ :

$$
\begin{equation*}
\lambda(x)=\min \left(\lambda^{u}(x)-\Delta(x),-\lambda^{s}(x)\right) . \tag{1.4}
\end{equation*}
$$

The upper asymptotic density of $\Gamma \subset \mathbb{N}$ is $\bar{\delta}(\Gamma)=\varlimsup_{N \rightarrow \infty} \frac{1}{N} \# \Gamma \cap[0, N)$. An analogous definition gives the lower asymptotic density $\underline{\delta}(\Gamma)$. Denote the angle between the boundaries of $K^{s}(x)$ and $K^{u}(x)$ by

$$
\begin{equation*}
\theta(x)=\inf \left\{\measuredangle(v, w) \mid v \in K^{u}(x), w \in K^{s}(x)\right\} . \tag{1.5}
\end{equation*}
$$

We say that a point $x \in A$ is effectively hyperbolic if
(EH1) $\varliminf_{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \lambda\left(f^{k} x\right)>0$,
and if in addition we have
(EH2) $\lim _{\bar{\theta} \rightarrow 0} \bar{\delta}\left\{n \mid \theta\left(f^{n} x\right)<\bar{\theta}\right\}=0$.
A related (but not identical) definition of effective hyperbolicity is given in [CP16]. Condition (EH1) says that not only are the Lyapunov exponents of $x$ positive for vectors in $K^{u}$ and negative for vectors in $K^{s}$, but $\lambda^{u}$ gives

[^0]enough expansion to overcome the 'defect from domination' given by $\Delta .{ }^{3}$ Condition (EH2) requires that the frequency with which the angle between the stable and unstable cones drops below a specified threshold $\bar{\theta}$ can be made arbitrarily small by taking the threshold to be small.

If $\Lambda$ is a hyperbolic attractor for $f$, then every point $x \in U$ is effectively hyperbolic. If $f$ has a dominated splitting, then since Condition (EH2) is automatic and $\Delta(x)=0$, effective hyperbolicity of $x$ reduces to the requirement that the orbit of $x$ be asymptotically expanding along $E^{u}(x)$ and asymptotically contracting along $E^{s}(x)$, as in [ABV00, BV00]; ${ }^{4}$ we discuss this in more detail in $\S 1.4$, after stating our main results.
1.3. Main results. Let $A$ satisfy (H), and let $S \subset A$ be the set of effectively hyperbolic points. Observe that effective hyperbolicity is determined in terms of a forward asymptotic property of the orbit of $x$, and hence $S$ is forward invariant under $f$.

Theorem A. Let $f$ be a $C^{1+\alpha}$ diffeomorphism of a compact manifold $M$, and $\Lambda$ a topological attractor for $f$. Assume that
(1) $f$ admits measurable invariant cone families as in (H);
(2) the set $S$ of effectively hyperbolic points satisfies Leb $S>0$.

Then $f$ has an SRB measure supported on $\Lambda$.
A similar result can be formulated given information about the set of effectively hyperbolic points on a single 'approximately unstable' submanifold ${ }^{5} W \subset U$. Let $d_{u}, d_{s}$, and $A$ be as in $(\mathbf{H})$, and let $W \subset U$ be an embedded submanifold of dimension $d_{u}$; write $m_{W}$ for the volume induced on $W$ by the Riemannian metric.
Theorem B. Let $f$ be a $C^{1+\alpha}$ diffeomorphism of a compact manifold $M$, and $\Lambda$ a topological attractor for $f$. Assume that
(1) $f$ admits measurable invariant cone families as in (H);
(2) there is a $d_{u}$-dimensional embedded submanifold $W \subset U$ such that $m_{W}\left(\left\{x \in S \cap W \mid T_{x} W \subset K^{u}(x)\right\}\right)>0$.
Then $f$ has an SRB measure supported on $\Lambda$.
The geometric approach that we follow is to consider the measures $\mu_{n}=$ $\frac{1}{n} \sum_{k=0}^{n-1} f_{*} m_{W}$, pass to a convergent subsequence $\mu_{n_{k}} \rightarrow \mu$, and prove that some ergodic component of $\mu$ is an SRB measure. In $\S 3$ we will describe how

[^1]to establish this fact, but first in $\S 1.4$ we discuss the relationship to previous similar results using dominated splittings, and then in $\S 2$ we give some new examples to which our results can be applied.
1.4. Related results. Let $f$ be a $C^{2}$ diffeomorphism and $A$ a forwardinvariant compact set. A splitting $T_{A} M=E^{s} \oplus E^{u}$ is dominated if there is $\chi<1$ such that
\[

$$
\begin{equation*}
\left\|\left.D f\right|_{E^{s}(x)}\right\|<\chi\left\|\left.D f\right|_{E^{u}(x)} ^{-1}\right\|^{-1} \text { for all } x \in A \tag{1.6}
\end{equation*}
$$

\]

equivalently, the splitting is dominated if $\lambda^{s}(x)<\lambda^{u}(x)$ for all $x \in A .{ }^{6}$ In [ABV00], Alves, Bonatti, and Viana considered systems with a dominated splitting for which

- $E^{s}$ is uniformly contracting: $\lambda^{s}(x) \leq-\bar{\lambda}<0$ for all $x \in A$;
- $E^{u}$ is 'mostly expanding': there is $\overline{\tilde{S}} \subset A$ with positive volume and

$$
\begin{equation*}
\underline{\lim }_{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} \lambda^{u}\left(f^{j} x\right)>0 \text { for all } x \in \tilde{S} . \tag{1.7}
\end{equation*}
$$

Under these conditions they proved [ABV00, Theorem A] that $f$ has an SRB measure supported on $\Lambda=\bigcap_{j=0}^{\infty} f^{j}(A)$, and that the same result is true if (1.7) holds on a positive Lebesgue measure subset of some disk transverse to $E^{s}$. A similar result for the (easier) case when $E^{u}$ is uniformly expanding and $E^{s}$ is mostly contracting was given in [BV00]. A stronger version of the result in [ABV00] was recently given in [ADLP14] using a tower construction.

Given a dominated splitting with a uniformly contracting $E^{s}$, we see immediately from (1.3) and (1.4) that $\Delta(x)=0$ and $\lambda(x)=\lambda^{u}(x)$ for all $x \in A$, so that (1.7) is equivalent to (EH1). Moreover, by continuity and compactness, the angle between $E^{u}$ and $E^{s}$ is bounded away from 0, so (EH2) is automatic, and we conclude that the set $\tilde{S}$ in the above result is exactly the set $S$ from Theorems A and B. In this sense, our results generalize the main results on existence of SRB measures from [BV00, ABV00].? ${ }^{\text {? }}$

The proof in [ABV00] requires the notion of hyperbolic times, introduced by Alves in [Alv00]. These are times $n$ such that for some fixed $\sigma<1$, and every $0 \leq k \leq n$, we have

$$
\prod_{j=n-k+1}^{n}\left\|\left.D f^{-1}\right|_{E_{f^{j}(x)}^{c u}}\right\| \leq \sigma^{k} ; \text { equivalently, } \sum_{j=n-k}^{n-1} \lambda^{u}\left(f^{j} x\right) \geq k|\log \sigma| .
$$

If $x$ satisfies (1.7), then Pliss' lemma guarantees that the set of hyperbolic times for $x$ has positive lower asymptotic density. A similar strategy runs

[^2]through the heart of our main results: our conditions (EH1)-(EH2) guarantee a positive lower asymptotic density of effective hyperbolic times at which we can apply a version of the Hadamard-Perron theorem proved in [CP16], allowing us to carry out the geometric construction of an SRB measure.

We point out that the simultaneity issue associated to (EH1) arises already for dominated splittings. Indeed, if one weakens the uniform contraction on $E^{s}$ and allows $\left\|\left.D f\right|_{E^{s}(x)}\right\|>1$ for some $x \in A$, then the approach in [ABV00] requires more than merely combining (1.7) with the corresponding asymptotic inequality for $\lambda^{s}$. As described in [ABV00, Proposition 6.4], one can recover the result by requiring points in $H$ to have a positive asymptotic density of simultaneous $\sigma$-hyperbolic times; that is, times $n$ such that

$$
\begin{equation*}
\prod_{j=n-k+1}^{n}\left\|\left.D f^{-1}\right|_{E_{f^{j}(x)}^{c u}}\right\| \leq \sigma^{k}, \quad \prod_{j=n-k}^{n-1}\left\|\left.D f\right|_{E_{f^{j}(x)}^{c s}}\right\| \leq \sigma^{k} \tag{1.8}
\end{equation*}
$$

for every $0 \leq k \leq n$. In the language of Theorems A and B , the domination condition still gives $\Delta(x)=0$ everywhere, and so

$$
\lambda(x)=\min \left(-\log \left\|\left.D f\right|_{E_{x}^{c s}}\right\|,-\log \left\|\left.D f^{-1}\right|_{E_{f(x)}^{c u}}\right\|\right)
$$

Our condition (EH1) guarantees a positive asymptotic density of 'simultaneous effective hyperbolic times'. In fact, our proofs can be carried out using a weaker condition that only requires us to control the stable direction for a period of time that is small relative to $n$; see $\S 4.2$, where (EH1) is replaced with a condition (EH1') that is easier to verify in some applications.

Overall, then, we can summarize the situation as follows. In the geometric approach to construction of SRB measures, one needs good information on the dynamics and geometry of admissible manifolds and their images. Ideally one wants hyperbolicity: the unstable direction expands, the stable direction contracts. If this happens all the time, we are in the uniformly hyperbolic setting and one can carry out the construction without too much trouble; this is described in $\S 3.1$. If hyperbolicity does not hold all the time, then we are in the non-uniformly hyperbolic setting and need two further conditions in order to play the game.
(1) Domination: if one of the directions does not behave hyperbolically, then it at least is still dominated by the other direction.
(2) Separation: the stable and unstable directions do not get too close to each other.
For the dominated splittings considered in [BV00, ABV00], these two conditions hold uniformly and so one only needs to control the asymptotic hyperbolicity (expansion and contraction along stable and unstable directions). For our more general setting, both domination and separation may fail at some points, and in order to control the geometry and dynamics of images of admissible manifolds, we need to replace 'hyperbolicity' with 'effective hyperbolicity'. The two conditions (EH1) and (EH2) control the failures
of domination and separation, respectively: the presence of $\Delta(x)$ in (EH1) lets us control curvature of admissible manifolds when domination fails, and the condition on $\theta(x)$ in (EH2) guarantees that separation does not fail too often.

In $\S 2$ we describe applications of our main results to specific examples of non-uniformly hyperbolic systems. In $\S 3$ we give an overview of the strategy for the proofs. Then in $\S 4$ we give the proofs, modulo some technical lemmas that we defer to $\S 5$. In $\S \S 6-7$ we prove the results on applications from $\S 2$.

Acknowledgments. We are grateful to the anonymous referee for many comments that helped us to improve the exposition significantly, and to Agnieszka Zelerowicz for pointing out an error in an earlier version of $\S 7.4$.

## 2. Applications

2.1. Large local perturbations of Axiom A systems: abstract conditions. We will describe a class of non-uniformly hyperbolic examples to which our main results can be applied, establishing existence of an SRB measure. These examples are obtained by beginning with a uniformly hyperbolic system and making a large local perturbation that satisfies certain conditions. In $\S 2.2$ we describe explicitly a family of maps satisfying these conditions - these are dissipative versions of the Katok map [Kat79].

Let $M$ be a $d$-dimensional smooth Riemannian manifold and $U \subset M$ an open set such that $\bar{U}$ is compact. Let $f: U \rightarrow M$ be a $C^{1+\alpha}$ diffeomorphism onto its image with $\overline{f(U)} \subset U$, and let $\Lambda=\bigcap_{n>0} f^{n}(U)$ be the attractor for $f$. Assume that $\Lambda$ is a hyperbolic set for $f$, so that for every $x \in \Lambda$ we have

$$
\begin{align*}
T_{x} M & =E^{u}(x) \oplus E^{s}(x), \\
\left\|D f(x)\left(v^{u}\right)\right\| & \geq \chi\left\|v^{u}\right\| \text { for all } v^{u} \in E^{u}(x),  \tag{2.1}\\
\left\|D f(x)\left(v^{s}\right)\right\| & \leq \chi^{-1}\left\|v^{s}\right\| \text { for all } v^{s} \in E^{s}(x),
\end{align*}
$$

where $\chi>1$ is fixed. Note that we pass to an adapted metric if necessary. Note also that since the splitting is continuous in $x$, it extends to a small neighborhood of $\Lambda$, and so in particular we may assume without loss of generality that (2.1) continues to hold for all $x \in U$.

We assume that the unstable distribution $E^{u}$ is one-dimensional, and consider a map $g: U \rightarrow M$ that is a $C^{1+\alpha}$ diffeomorphism onto its image such that $g=f$ outside of an open set $Z \subset U$. Conditions (C1)-(C3) below are formulated in terms of the action of $g$ as trajectories pass through $Z$. We are most interested in the case when $Z$ is a small neighborhood of a fixed point, so that there are some points whose $g$-orbits never leave $Z$.

Let $G: U \backslash Z \rightarrow U \backslash Z$ be the first return map. Given $\gamma>0$, let $K_{\gamma}^{s, u}(x)$ be the stable and unstable cones of width $\gamma$ for the unperturbed map $f$. We require the following condition:
(C1) There is $\gamma>0$ such that $\overline{D G\left(K_{\gamma}^{u}(x)\right)} \subset K_{\gamma}^{u}(G(x))$ and $D G\left(K_{\gamma}^{s}(x)\right) \supset$ $\overline{K_{\gamma}^{s}(G(x))}$ for every $x \in U \backslash Z$.

Extend the cone families $K_{\gamma}^{u, s}(x)$ from $U \backslash Z$ to $Z$ by pushing them forward with the dynamics of $g$. Condition (C1) guarantees that we obtain measurable ${ }^{8}$ invariant cone families $K^{u, s}$ on all of $U$.

Let $\mathcal{A}$ be the set of $C^{1+\alpha}$ curves $W \subset U \backslash Z$ such that $T_{x} W \subset K^{u}(x)$ for all $x \in W .{ }^{9}$ We say that $W \in \mathcal{A}$ has Hölder curvature bounded by $L>0$ if the unit tangent vector to $W$ is $(L, \alpha)$-Hölder with respect to the point on the curve. Fixing $L, \varepsilon>0$, let $\tilde{\mathcal{A}}=\tilde{\mathcal{A}}(L, \varepsilon)$ be the set of curves in $\mathcal{A}$ with length between $\varepsilon$ and $2 \varepsilon$ and Hölder curvature bounded by $L$.

Given $W \in \mathcal{A}$, we say that an admissible decomposition for $W$ is a (possibly infinite) collection of disjoint subcurves $W_{j} \subset W$ and $\tau_{j} \in \mathbb{N}$ such that $W \backslash \bigcup_{j} W_{j}$ is $m_{W}$-null and every $W_{j}$ satisfies $g^{\tau_{j}}\left(W_{j}\right) \subset U \backslash Z$. Given an admissible decomposition, we write $\tau(x)=\tau_{j}$ for all $x \in W_{j}$, and $\bar{G}(x)=g^{\tau(x)}(x)$ for the induced map, so $\bar{G}\left(W_{j}\right) \subset U \backslash Z$.
Remark 2.1. If $g(W) \subset U \backslash Z$, then any partition yields an admissible decomposition with $\tau \equiv 1$. When $g(W)$ enters $Z$, the time $\tau_{j}$ must be taken large enough to allow $\bar{G}\left(W_{j}\right)$ to escape $Z$. We stress that $\bar{G}$ depends on $W$ and on the choice of admissible decomposition, and need not be the first return map $G$. In our examples, $\bar{G}$ will be either $G$ or $G \circ g$.

By invariance of $K^{u}$, we see that $\bar{G}\left(W_{j}\right) \in \mathcal{A}$. The following condition requires that there be an admissible decomposition for which we control the size and curvature of $\bar{G}\left(W_{j}\right)$, as well as the expansion of $\bar{G}$ on $W_{j}$.
(C2) There are $L, \varepsilon, Q>0$ and $p: \mathbb{N} \rightarrow[0,1]$ such that $\sum_{t \geq 1} t p(t)<\infty$ and every $W \in \tilde{\mathcal{A}}$ with $g(W) \cap Z \neq \emptyset$ has an admissible decomposition satisfying
(i) $m_{W}(\{x \in W \mid \tau(x)=t\}) \leq p(t) m_{W}(W)$ for all $t \in \mathbb{N}$;
(ii) $\bar{G}\left(W_{j}\right) \in \tilde{\mathcal{A}}$ for every $j$; and
(iii) if $x, y \in W_{j}$ then $\log \frac{\left.|D \bar{G}(x)|\right|_{x} W \mid}{|D \bar{G}(y)| T_{y} W \mid} \leq Q d(\bar{G}(x), \bar{G}(y))^{\alpha}$.

Remark 2.2. Condition (C2) is analogous to the familiar construction of an inducing scheme or tower; we stress, however, that we do not demand any Markov property. The role of inducing time is played by $t$, which is such that at time $t$, each $W_{j}$ returns to uniformly large scale (this is (ii)) with bounded distortion (this is (iii)). We think of the function $p$ as a "probability envelope" that controls the probability of encountering different return times. The condition $\sum t p(t)<\infty$, together with (i), corresponds to the requirement that inducing time be integrable (expected inducing time is finite). Condition (C3) below will guarantee that there is a choice of inducing time at which we have uniform hyperbolicity - see Lemma 6.1.

In our examples, $g$ is obtained by slowing down $f$ near a fixed point. In this case there is a natural admissible decomposition such that each $\bar{G}\left(W_{j}\right)$

[^3]has length between $\varepsilon$ and $2 \varepsilon$, and so the challenge will be to prove an expansion estimate to verify (i), an estimate on Hölder curvature to verify (ii), and a bounded distortion estimate to verify (iii).

Given $x \in Z$, let $\Delta(x)$ be the defect from domination given by (1.3). We need to control the expansion, contraction, and defect when the trajectory of $x$ passes through $Z$, so that overall expansion, contraction, and defect of a trajectory can be controlled in terms of how often it enters $Z$. We suppose that
(C3) there is $C>0$ such that given $W$ as in (C2) and $x \in W$, we have

$$
\begin{equation*}
\sum_{j=k}^{\tau(x)} \lambda^{u}\left(g^{j}(x)\right)-\Delta\left(g^{j}(x)\right) \geq-C, \quad \sum_{j=k}^{\tau(x)} \lambda^{s}\left(g^{j}(x)\right) \leq C \tag{2.2}
\end{equation*}
$$

for every $0 \leq k \leq \tau(x)$. Moreover, we suppose that every orbit of $f$ leaving $Z$ takes more than $C / \log \chi$ iterates to return to $Z$.
We give examples of systems satisfying the above conditions in the next section. These conditions let us apply the main results to obtain an SRB measure.
Theorem 2.3. Let $g$ be a $C^{1+\alpha}$ perturbation of an Axiom A system, such that $g$ satisfies conditions (C1)-(C3). Then g has an SRB measure.

The proof of Theorem 2.3 is given in $\S 6$ and goes as follows. Given a small admissible curve $W \in \tilde{\mathcal{A}}$, we study the sequence of escape times through $Z$ for a trajectory starting at $x \in W$. This is a sequence of random variables with respect to $m_{W}$, and while this sequence is not independent or identically distributed, (C2) lets us control the average value of this sequence. This in turn gives good bounds on the sum of $\lambda(x)$ along a trajectory, and also controls the frequency with which the angle between stable and unstable cones degenerates. Ultimately, we will conclude that $m_{W}$-a.e. point $x \in W$ satisfies a weak version of effective hyperbolicity, and deduce existence of an SRB measure using a version of Theorem B. ${ }^{10}$
2.2. Maps on the boundary of Axiom A: neutral fixed points. We give a specific example of a map for which the conditions of Theorem 2.3 can be verified. Let $f: U \rightarrow M$ be a $C^{1+\alpha}$ Axiom A diffeomorphism onto its image with $\overline{f(U)} \subset U$, where $\alpha \in(0,1)$. Suppose that $f$ has one-dimensional unstable bundle.

Let $p$ be a fixed point for $f$ (if no such fixed point exists, take a periodic point $p$ and replace $f$ by an iterate that fixes $p$ ). We perturb $f$ to obtain a new map $g$ that has an indifferent fixed point at $p$. The case when $M$ is twodimensional and $f$ is volume-preserving was studied by Katok [Kat79]. We

[^4]allow manifolds of arbitrary dimensions and (potentially) dissipative maps. For example, one can choose $f$ to be the Smale-Williams solenoid or its sufficiently small perturbation.

For simplicity, we suppose that there exists a neighborhood $Z \ni p$ with local coordinates in which $f$ is the time- 1 map of the flow generated by

$$
\begin{equation*}
\dot{x}=A x \tag{2.3}
\end{equation*}
$$

for some $A \in G L(d, \mathbb{R})$. Assume that the local coordinates identify the splitting $E^{u} \oplus E^{s}$ with $\mathbb{R} \oplus \mathbb{R}^{d-1}$, so that $A=A_{u} \oplus A_{s}$, where $A_{u}=\gamma \operatorname{Id}_{u}$ and $A_{s}=-\beta \operatorname{Id}_{s}$ for some $\gamma, \beta>0$. (This assumption of conformality in the stable direction is made primarily for technical convenience and should not be essential.) Note that in the Katok example we have $d=2$ and $\gamma=\beta$ since the map is area-preserving. In the more general setting when $\gamma \neq \beta$, many estimates from the original Katok example no longer hold.

Now we use local coordinates on $Z$ and identify $p$ with 0 . Fix $0<r_{0}<r_{1}$ such that $B\left(0, r_{1}\right) \subset Z$, and let $\psi: Z \rightarrow[0,1]$ be a $C^{1+\alpha}$ function such that
(1) $\psi(x)=\|x\|^{\alpha}$ for $\|x\| \leq r_{0}$;
(2) $\psi(x)$ is an increasing function of $\|x\|$ for $r_{0} \leq\|x\| \leq r_{1}$;
(3) $\psi(x)=1$ for $\|x\| \geq r_{1}$.

Let $\mathcal{X}: Z \rightarrow \mathbb{R}^{d}$ be the vector field given by $\mathcal{X}(x)=\psi(x) A x$. Let $g: U \rightarrow M$ be given by the time-1 map of this vector field on $Z$ and by $f$ on $U \backslash Z$. Note that $g$ is $C^{1+\alpha}$ because $\mathcal{X}$ is $C^{1+\alpha}$. The following is proved in $\S 7$.

Theorem 2.4. The map g satisfies conditions (C1)-(C3), hence g has an SRB measure by Theorem 2.3.

Remark 2.5. Note that $g$ does not have a dominated splitting because of the indifferent fixed point, and hence this example is not covered by [ABV00]. We also observe that if $\psi$ is taken to be $C^{\infty}$ away from 0 , then $g$ is also $C^{\infty}$ away from the point $p$. The condition $\psi(x)=\|x\|^{\alpha}$ near 0 for $\alpha<1$ takes the place of the condition in $[\operatorname{Kat79]}$ that $1 /|\psi|$ be integrable, which ensured existence of a finite absolutely continuous invariant measure for the map $g$ in the case when $f$ is area preserving. The verification of conditions (C1)-(C3) requires similar bounds as those proved for the original Katok map, but the computations are made more difficult by the fact that $\beta \neq \gamma$. Moreover, in our case the attractor can intersect each stable manifold in a Cantor set, which differs from the behavior of the Katok map.

## 3. Overview of proofs of Theorems A and B

3.1. Description of geometric approach for uniformly hyperbolic attractors. To motivate the approach that we will use later on, we first consider the case when $\Lambda$ is a uniformly hyperbolic attractor for $f$. In this case, the cones $K^{u}(x)$ and $K^{s}(x)$ are defined at every $x \in U$ and are continuous. Let $W \subset U$ be an admissible manifold; that is, a $d_{u}$-dimensional submanifold that is tangent to an unstable cone $K^{u}(x)$ at some point $x \in U$
and has a fixed size and uniformly bounded curvature. Consider leaf volume $m_{W}$ on $W$ and take the pushforwards $f_{*}^{n} m_{W}$ given by

$$
\begin{equation*}
\left(f_{*}^{n} m_{W}\right)(E)=m_{W}\left(f^{-n}(E)\right) . \tag{3.1}
\end{equation*}
$$

To obtain an invariant measure, we take Césaro averages:

$$
\begin{equation*}
\mu_{n}:=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} m_{W} . \tag{3.2}
\end{equation*}
$$

By weak* compactness there is a subsequence $\mu_{n_{k}}$ that converges to an invariant measure $\mu$ on $\Lambda$. It is a classical result that $\mu$ is an SRB measure, and this can be proved in various ways. We present an argument that can be adapted to our setting of effective hyperbolicity.

Consider the images $f^{n}(W)$ and observe that for each $n$, the measure $f_{*}^{n} m_{W}$ is absolutely continuous with respect to leaf volume on $f^{n}(W)$. For every $n$, the image $f^{n}(W)$ can be covered with uniformly bounded multiplicity ${ }^{11}$ by a finite number of admissible manifolds $W_{i}$, so that

$$
\begin{equation*}
f_{*}^{n} m_{W} \text { is a convex combination of measures } \rho_{i} d m_{W_{i}}, \tag{3.3}
\end{equation*}
$$

where $\rho_{i}$ are Hölder continuous positive densities on $W_{i}$. We refer to each $\left(W_{i}, \rho_{i}\right)$ as a standard pair; this idea of working with pairs of admissible manifolds and densities was introduced by Chernov and Dolgopyat in [CD09] and is an important recent development in the study of SRB measures via geometric techniques.

To proceed in a more formal way, fix constants $\gamma, \kappa, r>0$, and define a $(\gamma, \kappa)$-admissible manifold of size $r$ to be $V(x):=\exp _{x} \operatorname{graph} \psi$, where $\psi: B_{E^{u}(x)}(0, r):=B(0, r) \cap E^{u}(x) \rightarrow E^{s}(x)$ is $C^{1+\alpha}$ and satisfies

$$
\begin{align*}
\psi(0) & =0 \text { and } D \psi(0)=0 \\
\|D \psi\| & :=\sup _{\|v\|<r}\|D \psi(v)\| \leq \gamma,  \tag{3.4}\\
|D \psi|_{\alpha} & :=\sup _{\left\|v_{1}\right\|,\left\|v_{2}\right\|<r} \frac{\left\|D \psi\left(v_{1}\right)-D \psi\left(v_{2}\right)\right\|}{\left\|v_{1}-v_{2}\right\|^{\alpha}} \leq \kappa .
\end{align*}
$$

Remark 3.1. Our definition of admissible manifold is reminiscent of the notion of admissible manifolds in [BP07] and also of manifolds tangent to a cone field used in [ABV00]. There are several differences between those definitions and this one: most importantly, in (3.4) we require control not just of $\|D \psi\|$, but also of the Hölder constant of $D \psi$, so that we can bound the (Hölder) curvature of $V(x)$. Furthermore, unlike [BP07], we do not use Lyapunov coordinates, but rather work in the original Riemannian metric, and unlike [ABV00], we look at the image of the manifold in a single tangent space $T_{x} M$, rather than in all the tangent spaces $T_{y} M$ for $y \in V(x)$. While this is not important in the uniformly hyperbolic setting, where $K^{u}(x)$ is

[^5]continuous in $x$, it will become crucial later on, when the cones $K^{u, s}$ are not even necessarily defined in all of the tangent spaces along $V(x)$.

Now fix $L>0$ and write $\mathbf{K}=(\gamma, \kappa, r, L)$ for convenience. Then the space of admissible manifolds

$$
\mathcal{R}_{\mathbf{K}}:=\left\{\exp _{x}(\operatorname{graph} \psi) \mid x \in U, \psi \in B_{E^{u}(x)}(r) \rightarrow E^{s}(x) \text { satisfies }(3.4)\right\}
$$

and the space of standard pairs

$$
\mathcal{R}_{\mathbf{K}}^{\prime}:=\left\{(W, \rho)\left|W \in \mathcal{R}_{\mathbf{K}}, \rho \in C^{\alpha}\left(W,\left[\frac{1}{L}, L\right]\right),|\rho|_{\alpha} \leq L\right\}\right.
$$

can be shown to be compact in the natural product topology (see the next section for a more detailed description of this topology). A standard pair determines a measure $\Psi(W, \rho)$ on $\bar{U}$ in the obvious way:

$$
\begin{equation*}
\Psi(W, \rho)(E):=\int_{E \cap W} \rho d m_{W} \tag{3.5}
\end{equation*}
$$

Moreover, each measure $\eta$ on $\mathcal{R}_{\mathbf{K}}^{\prime}$ determines a measure $\Phi(\eta)$ on $\bar{U}$ by

$$
\begin{align*}
\Phi(\eta)(E) & :=\int_{\mathcal{R}_{\mathbf{K}}^{\prime}} \Psi(W, \rho)(E) d \eta(W, \rho) \\
& =\int_{\mathcal{R}_{\mathbf{K}}^{\prime}} \int_{E \cap W} \rho(x) d m_{W}(x) d \eta(W, \rho) \tag{3.6}
\end{align*}
$$

Write $\mathcal{M}(\bar{U})$ and $\mathcal{M}\left(\mathcal{R}_{\mathbf{K}}^{\prime}\right)$ for the spaces of finite Borel measures on $\bar{U}$ and $\mathcal{R}_{\mathbf{K}}^{\prime}$, respectively. It is not hard to show that $\Phi: \mathcal{M}\left(\mathcal{R}_{\mathbf{K}}^{\prime}\right) \rightarrow \mathcal{M}(\bar{U})$ is continuous; in particular, $\mathcal{M}_{\mathbf{K}}:=\Phi\left(\mathcal{M}_{\leq 1}\left(\mathcal{R}_{\mathbf{K}}^{\prime}\right)\right)$ is compact, where we write $\mathcal{M}_{\leq 1}$ for the space of measures with total weight at most 1 .

On a uniformly hyperbolic attractor, an invariant probability measure is an SRB measure if and only if it is in $\mathcal{M}_{\mathbf{K}}$ for some $\mathbf{K}$. We see from (3.3) that $\mathcal{M}_{\mathbf{K}}$ is invariant under the action of $f_{*}$, and thus $\mu_{n} \in \mathcal{M}_{\mathbf{K}}$ for every $n$. By compactness of $\mathcal{M}_{\mathbf{K}}$ one can pass to a convergent subsequence $\mu_{n_{k}} \rightarrow \mu \in \mathcal{M}_{\mathbf{K}}$, and this is the desired SRB measure.
3.2. Constructing SRB measures with effective hyperbolicity. Now we move to the setting of Theorems A and B , so we assume that $A \subset U$ is a forward-invariant set such that $\mathbf{( H )}$ holds. We will see in $\S 5.1$ that the hypotheses of Theorem A imply the hypotheses of Theorem B, so here we consider a $d_{u}$-dimensional manifold $W \subset U$ for which $m_{W}(S)>0$, where we write $S$ for the set of effectively hyperbolic points $x \in W \cap A$ with the property that $T_{x} W \subset K^{u}(x)$. In this setting, there are two major obstacles to overcome.
(1) The action of $f$ along admissible manifolds is not necessarily uniformly expanding.
(2) Given $n \in \mathbb{N}$ it is no longer necessarily the case that $f^{n}(W)$ contains any admissible manifolds in $\mathcal{R}_{\mathbf{K}}$, let alone that it can be covered by them. When $f^{n}(W)$ contains some admissible manifolds, we will need to control how much of it can be covered.

To address the first of these obstacles, we need to consider admissible manifolds for which we control not only the geometry but also the dynamics; thus we will replace the collection $\mathcal{R}_{\mathbf{K}}$ from the previous section with a more carefully defined set (in particular, $\mathbf{K}$ will include more parameters). Since we do not have uniformly transverse invariant subspaces $E^{u, s}$, our definition of an admissible manifold also needs to specify which subspaces are used, and the geometric control requires an assumption about the angle between them.

Given $\theta, \gamma, \kappa, r>0$, write $\mathbf{I}=(\theta, \gamma, \kappa, r)$ and consider the following set of " $(\gamma, \kappa)$-admissible manifolds of size $r$ with transversals controlled by $\theta$ ":

$$
\begin{align*}
\mathcal{P}_{\mathbf{I}}= & \left\{\exp _{x}(\operatorname{graph} \psi) \mid x \in A, T_{x} M=G \oplus F, G \subset \overline{K^{u}(x)},\right.  \tag{3.7}\\
& \left.F \subset \overline{K^{s}(x)}, \measuredangle(G, F) \geq \theta, \psi \in C^{1+\alpha}\left(B_{G}(r), F\right) \text { satisfies }(3.4)\right\} .
\end{align*}
$$

Elements of $\mathcal{P}_{\mathbf{I}}$ are admissible manifolds with controlled geometry. We also impose a condition on the dynamics of these manifolds. Fixing $C, \bar{\lambda}>0$, write $\mathbf{J}=(C, \bar{\lambda})$ and consider for each $N \in \mathbb{N}$ the collection of sets

$$
\begin{align*}
& \mathcal{Q}_{\mathbf{J}, N}=\left\{f^{N}\left(V_{0}\right) \mid V_{0} \subset U \text {, and for every } y, z \in V_{0}\right. \text {, we have }  \tag{3.8}\\
& \left.\quad d\left(f^{j}(y), f^{j}(z)\right) \leq C e^{-\bar{\lambda}(N-j)} d\left(f^{N}(y), f^{N}(z)\right) \text { for all } 0 \leq j \leq N\right\} .
\end{align*}
$$

Elements of $\mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, N}$ are admissible manifolds with controlled geometry and dynamics in the unstable direction. When we give the details of the proof, we will also introduce a parameter $\beta>0$ that controls the dynamics in the stable direction, and another parameter $L>0$ that controls densities in standard pairs (as before). Then writing $\mathbf{K}=\mathbf{I} \cup \mathbf{J} \cup\{\beta, L\}$, we will define in (4.6) a set $\mathcal{R}_{\mathbf{K}, N} \subset \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, N}$ for which we have the added restriction that we control the dynamics in the stable direction; the corresponding set of standard pairs will be written $\mathcal{R}_{\mathbf{K}, N}^{\prime}$.

The set $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ carries a natural product topology; an element of $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ is specified by a quintuple ( $x, G, F, \psi, \rho$ ), and a small neighborhood $\Omega \ni x$ can be identified with $\mathbb{R}^{n}$ via the exponential map. Then the second coordinate can be identified with the set of all $k$-dimensional subspaces of $\mathbb{R}^{n}$, the third with all $(n-k)$-dimensional subspaces, the fourth with $C^{1}$ functions $B_{\mathbb{R}^{k}}(r) \rightarrow \mathbb{R}^{n-k}$, and the fifth with $C^{0}$ functions $B_{\mathbb{R}^{k}}(r) \rightarrow\left[\frac{1}{L}, L\right]$. This specifies a natural topology on each coordinate: the Grassmanian topology on the subspaces $G$ and $F$, and the $C^{1}$ and $C^{0}$ topologies on the functions $\psi$ and $\rho$, respectively. Thus we may define a topology on $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ as the product topology over each such Euclidean neighborhood in $U$. In Proposition 4.4, we prove that $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ is compact in this topology and that the map $\Phi$ defined in (3.6) is continuous.

As before, let $\mathcal{M}_{\leq 1}\left(\mathcal{R}_{\mathbf{K}, N}^{\prime}\right)$ denote the space of measures on $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ with total weight at most 1 . The resulting measures on $U$ will play a central role in our proof:

$$
\begin{equation*}
\mathcal{M}_{\mathbf{K}, N}=\Phi\left(\mathcal{M}_{\leq 1}\left(\mathcal{R}_{\mathbf{K}, N}^{\prime}\right)\right) . \tag{3.9}
\end{equation*}
$$

One should think of $\mathcal{M}_{\mathbf{K}, N} \subset \mathcal{M}(\bar{U})$ as an analogue of the regular level sets that appear in Pesin theory. Measures in $\mathcal{M}_{\mathbf{K}, N}$ have uniformly controlled geometry, dynamics, and densities via the parameters in $\mathbf{K}$, and Proposition 4.4 gives compactness of $\mathcal{M}_{\mathbf{K}, N}$. However, at this point we encounter the second obstacle mentioned above: because $f(W)$ may not be covered by admissible manifolds in $\mathcal{R}_{\mathbf{K}, N}$, the set $\mathcal{M}_{\mathbf{K}, N}$ is not $f_{*}$-invariant.

Thus we must establish good recurrence properties to $\mathcal{M}_{\mathbf{K}, N}$ under the action of $f_{*}$ on $\mathcal{M}(\bar{U})$; this will be done via effective hyperbolicity. Consider for $x \in A$ and $\bar{\lambda}>0$ the set of effective hyperbolic times

$$
\begin{equation*}
\Gamma_{\bar{\lambda}}^{e}(x)=\left\{n \mid \sum_{j=k}^{n-1}\left(\lambda^{u}-\Delta\right)\left(f^{j} x\right) \geq \bar{\lambda}(n-k) \text { for all } 0 \leq k<n\right\} . \tag{3.10}
\end{equation*}
$$

Any effective hyperbolic time is a hyperbolic time as well, but not every hyperbolic time is effective. In $\S 4.2$ we use results from [CP16] to show that the set $\Gamma_{\bar{\lambda}}^{e}(x)$ has positive lower asymptotic density for a positive volume set of $x$, and that for almost every effective hyperbolic time $n \in \Gamma_{\bar{\lambda}}^{e}(x)$, there is a neighborhood $W_{n}^{x} \subset W$ containing $x$ such that $f^{n}\left(W_{n}^{x}\right) \in \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, N}$. With a little more work (see Lemma 4.5 and Proposition 4.8), we will produce a 'uniformly large' set of points $x$ and times $n$ such that $f^{n}\left(W_{n}^{x}\right) \in \mathcal{R}_{\mathbf{K}, N}$, and in fact $f_{*}^{n} m_{W_{n}^{x}} \in \mathcal{M}_{\mathbf{K}, N}$. We use this to obtain measures $\nu_{n} \in \mathcal{M}_{\mathbf{K}, N}$ such that

$$
\begin{equation*}
\nu_{n} \leq \mu_{n}=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} m_{W} \quad \text { and } \quad \varlimsup_{n \rightarrow \infty}\left\|\nu_{n}\right\|>0 . \tag{3.11}
\end{equation*}
$$

Once this is achieved, we can use compactness of $\mathcal{M}_{\mathbf{K}, N}$ to conclude that there is a non-trivial $\nu \in \bigcap_{N} \mathcal{M}_{\mathbf{K}, N}$ such that $\nu \leq \mu=\lim _{k} \mu_{n_{k}}$. In order to apply the absolute continuity properties of $\nu$ to the measure $\mu$, we define in (4.10)-(4.11) a collection $\mathcal{M}^{\text {ac }}$ of measures with good absolute continuity properties along admissible manifolds, for which we can prove a version of the Lebesgue decomposition theorem (Proposition 4.11) that gives $\mu=$ $\mu^{(1)}+\mu^{(2)}$, where $\mu^{(1)} \in \mathcal{M}^{\text {ac }}$ is invariant. This measure is non-trivial since $0 \neq \nu \leq \mu^{(1)}$, and the definition of $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ will guarantee that the set of points with non-zero Lyapunov exponents has positive measure with respect to $\nu$, and hence also with respect to $\mu^{(1)}$. Thus some ergodic component of $\mu^{(1)}$ is hyperbolic, and hence is an SRB measure.

## 4. Proof of Theorems A and B

In this section we prove our main results, modulo some technical lemmas whose proofs we defer to $\S 5$ so as not to disrupt the exposition here.
4.1. Reduction to a density condition. We start by observing that Theorem A is a consequence of Theorem B : the following is proved in $\S 5.1$.

Proposition 4.1. Let $f$ be a $C^{1+\alpha}$ diffeomorphism of a compact manifold $M$, and $\Lambda$ a topological attractor for $f$. Assume that $f$ admits measurable
invariant cone families as in $\mathbf{( H ) , ~ a n d ~ t h a t ~ t h e ~ s e t ~} S$ of effectively hyperbolic points satisfies Leb $S>0$. Then there is a $d_{u}$-dimensional embedded submanifold $W \subset U$ such that $m_{W}\left(\left\{x \in S \cap W \mid T_{x} W \subset K^{u}(x)\right\}\right)>0$.

Theorem B will in turn follow from Theorem 4.2 below, which is slightly more technical to state but will prove useful in our applications.

Given $C, \bar{\lambda}>0$ and $q \in \mathbb{N}$, write $\mathbf{J}=(C, \bar{\lambda})$ as before and let

$$
\begin{align*}
\Gamma_{\mathbf{J}, q}^{s}(x)=\left\{n \in \mathbb{N} \mid\left\|D f^{-k}\left(f^{n} x\right)(v)\right\|\right. & \geq C e^{\bar{\lambda} k}\|v\|  \tag{4.1}\\
& \text { for all } \left.0 \leq k \leq q \text { and } v \in K^{s}\left(f^{n} x\right)\right\} .
\end{align*}
$$

This is similar to the condition in (3.10) on the dynamics in the unstable direction, but only requires control of the dynamics for iterates in $[n-q, n]$ instead of all iterates in $[0, n]$. Pliss' lemma [BP07, Lemma 11.2.6] shows that if $x$ satisfies

$$
\begin{equation*}
\underline{\varliminf_{n \rightarrow \infty}} \frac{1}{n} \sum_{k=0}^{n-1} \lambda\left(f^{k} x\right)>\chi>\bar{\lambda}>0 \tag{4.2}
\end{equation*}
$$

then for every $q \in \mathbb{N}$, we have $\underline{\delta}\left(\Gamma_{\bar{\lambda}}^{e}(x) \cap \Gamma_{(1, \bar{\lambda}), q}^{s}(x)\right) \geq \frac{\bar{\lambda}-\chi}{L-\chi}$, where $L=$ $\sup _{x} \lambda(x)$, the set $\Gamma_{\bar{\lambda}}^{e}(x)$ is defined in (3.10), and $\Gamma_{(1, \bar{\lambda}), q}^{s}(x)$ is given by (4.1) with $C=1$. In particular, every effectively hyperbolic $x$ has the property that there is $\mathbf{J}=(C, \bar{\lambda})$ such that
$\left(\mathbf{E H 1} \mathbf{1}^{\prime}\right) \lim _{q \rightarrow \infty} \underline{\delta}\left(\Gamma \frac{e}{\lambda}(x) \cap \Gamma_{\mathbf{J}, q}^{s}(x)\right)>0$.
Consider the set $\hat{S}=\left\{x \in A \mid\left(\mathbf{E H 1}^{\prime}\right)\right.$ and (EH2) hold for some $\left.C, \bar{\lambda}>0\right\}$. Then $S \subset \hat{S}$ : every effectively hyperbolic point is contained in $\hat{S}$. On the other hand, (EH1 $\mathbf{1}^{\prime}$ ) is weaker than (EH1), so $\hat{S}$ may be strictly larger than $S$. We devote the rest of $\S 4$ to proving the following result.
Theorem 4.2. Let $f$ be a $C^{1+\alpha}$ diffeomorphism of a compact manifold $M$, and $\Lambda$ a topological attractor for $f$. Assume that
(1) $f$ admits measurable invariant cone families as in $(\mathbf{H})$, and
(2) there is a $d_{u}$-dimensional embedded submanifold $W \subset U$ such that $m_{W}\left(\left\{x \in \hat{S} \cap W \mid T_{x} W \subset K^{u}(x)\right\}\right)>0$.
Then $f$ has an SRB measure supported on $\Lambda$.
Because $S \subset \hat{S}$, Theorem 4.2 implies Theorem B. When we apply our main results to the applications described in $\S 2$, we will find it easier to check the weaker condition ( $\mathbf{E H 1} \mathbf{1}^{\prime}$ ) rather than the more restrictive (EH1).

### 4.2. A Hadamard-Perron theorem for effective hyperbolic times.

 Our first major step in the proof of Theorem 4.2 is a version of the HadamardPerron theorem that works at effective hyperbolic times; this was proved in [CP16]. Here we give a statement of this result that is adapted to the notation and terminology of Theorem 4.2, and includes an elementary integrationbound that follows from the assumption on $m_{W}(S)$. This lemma is proved in $\S 5.2$, where we recall the precise statement of the result from [CP16].

Lemma 4.3. Under the conditions of Theorem 4.2, there are $\delta, \bar{\theta}, \bar{\gamma}, \bar{\kappa}, \bar{r}>0$ such that writing $\mathbf{I}=(\bar{\theta}, \bar{\gamma}, \bar{\kappa}, \bar{r})$ and letting $\mathbf{J}$ be as in $\left(\mathbf{E H} 1^{\prime}\right)$, the following is true. For every $x \in A$ there is $\Gamma_{\bar{\lambda}}^{e^{\prime}}(x) \subset \Gamma_{\bar{\lambda}}^{e}(x)$ such that writing $\Gamma_{q}^{\mathbf{J}}(x):=$ $\Gamma_{\bar{\lambda}}^{e^{\prime}}(x) \cap \Gamma_{\mathbf{J}, q}^{s}(x)$, we have
(1) given $x \in W$ and $n \in \Gamma_{\bar{\lambda}}^{e^{\prime}}(x)$, there is $W_{n}^{x} \subset W \cap B\left(x, \bar{r} e^{-\bar{\lambda} n}\right)$ with

$$
\begin{equation*}
f^{n} W_{n}^{x} \in \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, n} \tag{4.3}
\end{equation*}
$$

(2) for every $q \in \mathbb{N}$ we have

$$
\begin{equation*}
\varliminf_{n \rightarrow \infty} \int_{W} \frac{1}{n} \#\left([0, n) \cap \Gamma_{q}^{\mathbf{J}}(x)\right) d m_{W}(x)>\delta \tag{4.4}
\end{equation*}
$$

To prove Theorem 4.2, we will use Lemma 4.3 to show that on average, a large part of the measures $f_{*}^{n} m_{W}$ returns to the space of measures corresponding to standard pairs over $\mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, q}$. We will also need to control the densities of these pairs, and to guarantee that for the limiting measure, transverse directions have negative Lyapunov exponents (the definition of $\mathcal{Q}_{\mathbf{J}, q}$ will guarantee positive Lyapunov exponents along the admissible manifolds). We describe the conditions here, and then in $\S 4.3$ we formulate (Theorem 4.9) a general set of criteria for a sequence of measures to have a limit point that has an SRB measure as an ergodic component.

Given $W \in \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, q}$ (in particular, $W \subset f^{q}(U)$ ), consider the set

$$
\begin{align*}
& H_{\mathbf{J}, q}(W)=\left\{y \mid T_{y} M=\left(T_{y} W\right) \oplus G \text { for some } G\right.  \tag{4.5}\\
& \left.\quad \text { with }\left\|\left.D f^{-j}(y)\right|_{G} ^{-1}\right\| \leq C e^{-\bar{\lambda}^{j}} \text { for every } 0 \leq j \leq q\right\}
\end{align*}
$$

of all points in $W$ whose backwards trajectories of length $q$ have expansion controlled by $(C, \bar{\lambda})$ in a direction transverse to $T W$. Given $\beta, L>0$, we write $\mathbf{K}=\mathbf{I} \cup \mathbf{J} \cup(\beta, L)$ and consider

$$
\begin{align*}
& \mathcal{R}_{\mathbf{K}, q}=\left\{W \in \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, q} \left\lvert\, \frac{m_{W}\left(H_{\mathbf{J}, q}(W)\right)}{m_{W}(W)} \geq \beta\right.\right\},  \tag{4.6}\\
& \mathcal{R}_{\mathbf{K}, q}^{\prime}=\left\{(W, \rho)\left|W \in \mathcal{R}_{\mathbf{K}, q}, \rho \in C^{\alpha}\left(W,\left[\frac{1}{L}, L\right]\right),|\rho|_{\alpha} \leq L\right\} .\right.
\end{align*}
$$

Proposition 4.4. In the natural product topology defined in §3.2, the set $\mathcal{R}_{\mathbf{K}, q}^{\prime}$ is compact and the map $\Phi: \mathcal{M}\left(\mathcal{R}_{\mathbf{K}, q}^{\prime}\right) \rightarrow \mathcal{M}(\bar{U})$ defined in (3.6) is continuous. In particular, $\mathcal{M}_{\mathbf{K}, q}=\Phi\left(\mathcal{M}_{\leq 1}\left(\mathcal{R}_{\mathbf{K}, q}^{\prime}\right)\right)$ is weak*-compact.

Now we give a condition under which a part of $m_{W}$ returns to $\mathcal{M}_{\mathbf{K}, q}$. Given $0 \leq q \leq n$, consider the set

$$
\begin{equation*}
S_{\mathbf{J}, q, n}:=\left\{x \in W \mid n \in \Gamma_{q}^{\mathbf{J}}(x)\right\} . \tag{4.7}
\end{equation*}
$$

Lemma 4.5. For every $\beta^{\prime}>0$ there is $\beta>0$ such that the following is true. If $0 \leq q \leq n$ and $x \in S_{\mathbf{J}, q, n}$, and moreover the set $W_{n}^{x} \subset W$ from Lemma 4.3 satisfies

$$
\begin{equation*}
m_{W}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right) \geq \beta^{\prime} m_{W}\left(W_{n}^{x}\right) \tag{4.8}
\end{equation*}
$$

then we have $f_{*}^{n} m_{W_{n}^{x}} \in \mathcal{M}_{\mathbf{K}, q}$.
We will use (4.4) from Lemma 4.3 to verify (4.8) for 'many' points $x$; then Lemma 4.5 will give a large part of $\mu_{n}=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} m_{W}$ sitting in $\mathcal{M}_{\mathbf{K}, q}$. We will need the following version of the Besicovitch covering lemma for the 'balls' $W_{n}^{x} \subset W$ with centres $x \in S_{\mathbf{J}, q, n}$. We give a proof in $\S 5.5$.
Lemma 4.6. There is $p \in \mathbb{N}$, depending only on $d_{u}, \bar{\theta}, \bar{\gamma}, \bar{\kappa}$, and $\bar{r}$, such that for every $n \in \mathbb{N}$ and every $0 \leq q \leq n$, there are subsets $A_{1}, \ldots, A_{p} \subset S_{\mathbf{J}, q, n}$ such that

- $S_{\mathbf{J}, q, n} \subset \bigcup_{i=1}^{p} \bigcup_{x \in A_{i}} W_{n}^{x} ;$
- for each $1 \leq i \leq p$ and $x, y \in A_{i}$, we have $x=y$ or $W_{n}^{x} \cap W_{n}^{y}=\emptyset$.

In $\S 5.6$, we use Lemma 4.6 to produce for each $0 \leq q \leq n$ a finite set $S_{\mathbf{J}, q, n}^{\prime} \subset S_{\mathbf{J}, q, n}$ such that
(1) the sets $W_{n}^{x}$ associated to each $x \in S_{\mathbf{J}, q, n}^{\prime}$ are disjoint;
(2) the union of these sets is 'large': writing

$$
W_{\mathbf{J}, q, n}:=\bigcup_{x \in S_{\mathbf{J}, q, n}^{\prime}} W_{n}^{x}
$$

for each $\beta^{\prime}>0$, one can choose $S_{\mathbf{J}, q, n}^{\prime}$ such that for all $q, n$, we have

$$
m_{W}\left(W_{\mathbf{J}, q, n}\right) \geq \frac{1}{p} m_{W}\left(S_{\mathbf{J}, q, n}\right)-\beta^{\prime} m_{W}(W) .
$$

Then we will use Lemma 4.5 to conclude that $f_{*}^{n} m_{W_{\mathbf{J}, q, n}} \in \mathcal{M}_{\mathbf{K}, q}$; averaging the lower bound over $n$ and using (4.4) will give a sequence of measures with the following property.

Definition 4.7. Given a sequence of measures $\mu_{n} \in \mathcal{M}(U)$ and a sequence of numbers $q_{n} \rightarrow \infty$, we say that $\mu_{n}$ have uniformly large projections onto $\mathcal{M}_{\mathbf{K}, q_{n}}$ if there exist $\delta>0$ and a sequence of measures $\eta_{n} \in \mathcal{M}\left(\mathcal{R}_{\mathbf{K}, q_{n}}^{\prime}\right)$ such that $\Phi\left(\eta_{n}\right) \leq \mu_{n}$ and $\left\|\Phi\left(\eta_{n}\right)\right\| \geq \delta$ for every $n$, where $\nu \leq \mu$ means that $\nu(E) \leq \mu(E)$ for every measurable set $E$.

The above discussion outlines the proof of the following result, whose details are given in §5.6.

Proposition 4.8. Under the hypotheses of Theorem 4.2, there is a sequence of numbers $q_{n} \rightarrow \infty$ such that the measures $\mu_{n}=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k} m_{W}$ have uniformly large projections onto $\mathcal{M}_{\mathbf{K}, q_{n}}$.

Once Proposition 4.8 is proved, it only remains to show that the "uniformly large projections" condition gives an SRB measure; we discuss this next.

### 4.3. General criteria for existence of an SRB measure.

Theorem 4.9. Let $M$ be a Riemannian manifold, $U \subset M$ an open set such that $\bar{U}$ is compact, and $f: U \rightarrow M$ a $C^{1+\alpha}$ diffeomorphism onto its image such that $\overline{f(U)} \subset U$. Let also $\mu_{n}$ be a sequence of measures on $M$ that converges in the weak* topology to an invariant measure $\mu$. Suppose that there exists $\mathbf{K}=(\theta, \gamma, \kappa, r, C, \bar{\lambda}, \beta, L)$ and a sequence $q_{n} \rightarrow \infty$ such that the measures $\mu_{n}$ have uniformly large projections onto $\mathcal{M}_{\mathbf{K}, q_{n}}$. Then $\mu$ has an ergodic component that is an SRB measure.

In this section we prove Theorem 4.9, modulo two further technical results that we prove in $\S 5$. The main idea is to define asymptotic versions of $\mathcal{R}_{\mathbf{K}, N}, \mathcal{R}_{\mathbf{K}, N}^{\prime}, \mathcal{M}_{\mathbf{K}, N}$ to help characterize the limiting measure $\mu=\lim \mu_{n}$ in relation to the set of SRB measures. To this end, let

$$
\begin{equation*}
\mathcal{R}_{\mathbf{K}}=\bigcap_{N \in \mathbb{N}} \mathcal{R}_{\mathbf{K}, N}, \quad \mathcal{R}=\bigcup_{\mathbf{K}} \mathcal{R}_{\mathbf{K}} \tag{4.9}
\end{equation*}
$$

where the union in the final definition is taken over all $\theta, \gamma, \kappa, r, C, \bar{\lambda}, \beta>0$, and we define $\mathcal{R}_{\mathbf{K}}^{\prime}$ and $\mathcal{R}^{\prime}$ similarly.

Note that elements of $\mathcal{R}_{\mathbf{K}}$ and $\mathcal{R}$ are genuine unstable manifolds (not just admissible), because we control the entire backwards trajectory. We write $\mathcal{M}_{\mathbf{K}}=\Phi\left(\mathcal{M}\left(\mathcal{R}_{\mathbf{K}}^{\prime}\right)\right)$ for the collection of all measures on $\bar{U}$ that can be given in terms of $\mathbf{K}$-uniform standard pairs. In the proof, we will need another version of the absolute continuity properties of measures in $\mathcal{M}_{\mathbf{K}}$. Let

$$
\begin{align*}
\mathcal{N}(\mathcal{R})=\{E \subset U \mid \text { there is } \mathcal{W} & \subset \mathcal{R} \text { such that } E \subset \bigcup_{W \in \mathcal{W}} W  \tag{4.10}\\
& \text { and } \left.m_{W}(E)=0 \text { for all } W \in \mathcal{W}\right\} .
\end{align*}
$$

Writing $\mathcal{M}_{f}(\Lambda)$ for the set of all invariant measures on $U$ (which must all be supported on the attractor $\Lambda$ ), we consider

$$
\begin{align*}
\mathcal{M}^{\text {ac }} & =\{\mu \in \mathcal{M}(U) \mid \mu(E)=0 \text { for all } E \in \mathcal{N}(\mathcal{R})\} \\
\mathcal{M}^{\mathrm{h}} & =\left\{\mu \in \mathcal{M}_{f}(\Lambda) \mid \text { all Lyapunov exponents of } \mu \text { are non-zero }\right\} \tag{4.11}
\end{align*}
$$

Observe that elements of $\mathcal{M}^{\mathrm{h}}$ are $f$-invariant, while elements of $\mathcal{M}^{\text {ac }}$ may not be. However, the collection $\mathcal{M}^{\text {ac }}$ is invariant; if $\mu \in \mathcal{M}^{\text {ac }}$, then $f_{*} \mu \in \mathcal{M}^{\text {ac }}$. The following proposition is proved in $\S 5.7$.

Proposition 4.10. The intersection $\mathcal{M}^{\text {ac }} \cap \mathcal{M}^{\mathrm{h}}$ is precisely the set of $S R B$ measures for $f$.

Let $\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$ be the set of measures $\nu \in \mathcal{M}(U)$ such that $\nu \perp \mu$ for every $\mu \in \mathcal{M}^{\text {ac }}$. The following is proved in $\S 5.8$.

Proposition 4.11. Given any measure $\mu \in \mathcal{M}(U)$, there are unique measures $\mu^{(1)} \in \mathcal{M}^{\text {ac }}$ and $\mu^{(2)} \in\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$ such that $\mu=\mu^{(1)}+\mu^{(2)}$.

Remark 4.12. The collections $\mathcal{M}^{\text {ac }}$ and $\mathcal{M}_{\mathbf{K}}$ are built using two different notions of absolute continuity. ${ }^{12}$ The criterion for inclusion in $\mathcal{M}^{\text {ac }}$ is that a measure gives zero weight to a certain collection of null sets defined using the reference measures $m_{W}$, while the criterion for inclusion in $\mathcal{M}_{\mathbf{K}}$ is that a measure be defined in terms of integrating densities against measures $m_{W}$. The second criterion immediately implies the first, so $\mathcal{M}_{\mathbf{K}} \subset \mathcal{M}^{\text {ac }}$.

Now we prove Theorem 4.9, taking Propositions 4.10 and 4.11 as given. Suppose that we have measures $\mu_{n} \rightarrow \mu \in \mathcal{M}(\Lambda, f)$ with uniformly large projections onto $\mathcal{M}_{\mathbf{K}, q_{n}}$; that is, there are $q_{n} \rightarrow \infty$ and $\nu_{n}=\Phi\left(\eta_{n}\right) \in \mathcal{M}_{\mathbf{K}, q_{n}}$ such that $\nu_{n} \leq \mu_{n}$ and $\left\|\nu_{n}\right\| \geq \delta>0$ for every $n$.

By Proposition 4.11, there is a unique decomposition $\mu=\mu^{(1)}+\mu^{(2)}$ such that $\mu^{(1)} \in \mathcal{M}^{\text {ac }}$ and $\mu^{(2)} \in\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$. Note that $\mathcal{M}^{\text {ac }}$ and $\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$ are both $f_{*}$-invariant: thus $f$-invariance of $\mu$ gives $\mu=f_{*} \mu=f_{*} \mu^{(1)}+f_{*} \mu^{(2)}$, and uniqueness of the decomposition gives $f_{*} \mu^{(1)}=\mu^{(1)}$ and $f_{*} \mu^{(2)}=\mu^{(2)}$.

First we show that $\mu^{(1)}$ is non-trivial, using the measures $\nu_{n}$. Note that

$$
\begin{equation*}
\nu_{n} \in \mathcal{M}_{\mathbf{K}, q_{n}} \subset \mathcal{M}_{\mathbf{K}, N} \text { whenever } q_{n} \geq N, \tag{4.12}
\end{equation*}
$$

and also that $q_{n} \rightarrow \infty$. Each $\nu_{n}$ is contained in $\mathcal{M}_{\mathbf{K}, 1}$, which is weak* compact by Proposition 4.4, so there is a convergent subsequence $\nu_{n_{k}} \rightarrow \nu$. For every $N$, we see from (4.12) that $\nu_{n_{k}} \in \mathcal{M}_{\mathbf{K}, N}$ for sufficiently large $k$, and thus $\nu \in \mathcal{M}_{\mathbf{K}, N}$. In particular, $\nu \in \mathcal{M}_{\mathbf{K}} \subset \mathcal{M}^{\text {ac }}$. The relation $\nu_{n} \leq \mu_{n}$ passes to the limit, and we get $\nu \leq \mu$. Because $\mu^{(2)} \in\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$ and $\nu \in \mathcal{M}^{\text {ac }}$, we conclude that $\nu \leq \mu^{(1)}$. Now $\mu^{(1)}$ is non-trivial because $\|\nu\| \geq \delta>0$.

Now we show that some ergodic component $\zeta$ of $\mu^{(1)}$ is an SRB measure. By Proposition 4.10 it suffices to show that some $\zeta$ is in both $\mathcal{M}^{\mathrm{h}}$ and $\mathcal{M}^{\text {ac }}$. In fact, since any ergodic component $\zeta$ of $\mu^{(1)}$ has $\zeta \ll \mu^{(1)}$, we see that (4.10)-(4.11) give $\zeta \in \mathcal{M}^{\text {ac }}$, and to complete the proof of Theorem 4.9, it suffices to show that some ergodic component $\zeta$ of $\mu^{(1)}$ is hyperbolic.

To this end, let $E$ be the set of Lyapunov regular points for which all Lyapunov exponents are non-zero; we claim that $\mu^{(1)}(E)>0$. Indeed, for every $(W, \rho) \in \mathcal{R}_{\mathbf{K}}^{\prime},(4.6)$ gives $m_{W}(E) \geq \beta\left\|m_{W}\right\|$, and the bounds on $\rho$ give

$$
\Psi(W, \rho)(E)=\int_{E \cap W} \rho(x) d m_{W}(x) \geq \frac{\beta}{L}\left\|m_{W}\right\| \geq \frac{\beta}{L^{2}} \int_{W} \rho(x) d m_{W}(x)
$$

where $\Psi$ is as in (3.5). Since $\nu=\Phi(\eta)$ for some $\eta \in \mathcal{M}\left(\mathcal{R}_{\mathbf{K}}^{\prime}\right)$, we have

$$
\nu(E)=\int_{\mathcal{R}_{\mathbf{K}}^{\prime}} \Psi(W, \rho)(E) d \eta \geq \beta L^{-2} \int_{\mathcal{R}_{\mathbf{K}}^{\prime}}\|\Psi(W, \rho)\| d \eta=\beta L^{-2}\|\nu\|>0 .
$$

Recalling that $\mu^{(1)} \geq \nu$, this implies that some ergodic component $\zeta$ of $\mu^{(1)}$ has $\zeta(E)>0$. By ergodicity this gives $\zeta(E)=1$, hence $\zeta$ is hyperbolic. In particular, we obtain $\zeta \in \mathcal{M}^{\mathrm{h}} \cap \mathcal{M}^{\text {ac }}$, and Proposition 4.10 shows that $\zeta$ is an SRB measure.

[^6]
## 5. Proof of intermediate technical Results

5.1. Proof of Proposition 4.1. The angle between the cones $K^{s}(x), K^{u}(x)$ is given by the measurable function $\theta(x)$. Let $X_{n}=\{x \in A \mid \theta(x)>1 / n\}$, and observe that $S \subset \bigcup_{n \geq 1} X_{n}$, so there exists $n$ such that $\operatorname{Leb}\left(S \cap X_{n}\right)>0$. By restricting $S$ to include only points in $X_{n}$, we may assume without loss of generality that $\theta(x) \geq \bar{\theta}=\frac{1}{n}$ for all $x \in S$, while still guaranteeing that Leb $S>0$.

By again decreasing $S$ to a smaller set that still has positive Lebesgue measure, we will obtain a foliation of a neighborhood of $S$ such that every leaf $V(x)$ of the foliation is tangent to $K^{u}(x)$ - that is, $T_{x} V(x) \subset K^{u}(x)$ for every $x \in S$.

To this end, for every $z \in M$ we fix a neighborhood $0 \in B_{z} \subset T_{z} M$ such that $\exp _{x}^{-1}$ is well-defined on $\exp _{z}\left(B_{z}\right)$ for every $x \in \exp _{z}\left(B_{z}\right)$. Let $\pi_{z, x}:=\exp _{x}^{-1} \circ \exp _{z}: B_{z} \rightarrow T_{x} M$, and observe that $\pi_{z, x}=I_{z, x}+g_{z, x}$, where $I_{z, x}=D \pi_{z, x}$ is an isometry and where $g_{z, x}$ is a smooth map (as smooth as the manifold) with $D g_{z, x}(0)=0$.

As $d(z, x)$ goes to zero, the quantity $\left\|g_{z, x}\right\|_{C^{2}}$ goes to zero as well. It follows that we can choose for every $z \in U$ a neighborhood $\Omega_{z}$ such that
(1) $\exp _{x}^{-1}$ is well-defined on $\Omega_{z}$ for all $x \in \Omega_{z}$;
(2) $\left\|g_{x, z}\right\|_{C^{2}} \leq \bar{\theta} / 2$ for all $x \in \Omega_{z}$.

Now we choose a finite set $E \subset U$ such that the neighborhoods $\left\{\Omega_{z} \mid z \in\right.$ $E\}$ cover the entire trapping region $U$. Thus we can fix $z \in E$ such that $\operatorname{Leb}\left(S \cap \Omega_{z}\right)>0$.

Let $\mathcal{G}_{z}^{d_{u}}$ denote the collection of $d_{u}$-dimensional subspaces of $T_{z} M$, endowed with the metric given by angle (or equivalently the Hausdorff metric on the intersections of subspaces with the unit sphere). Given $P \in \mathcal{G}_{z}^{d_{u}}$, denote by $E_{x}^{P}$ the affine subspace of $T_{z} M$ passing through $\exp _{z}^{-1}(x)$ parallel to $P$. Given $x \in \Omega_{z} \cap S$, let

$$
\Delta_{x}=\left\{P \in \mathcal{G}_{z}^{d_{u}} \mid T_{x} \exp _{z}\left(E_{x}^{P} \cap B_{z}\right) \subset K^{u}(x)\right\}
$$

that is, $\Delta_{x}$ comprises those $d_{u}$-dimensional subspaces $P \subset T_{z} M$ for which the manifold $\pi_{z, x}\left(E_{x}^{P} \cap B\right) \subset T_{x} M$ has a tangent space at 0 that lies in the unstable cone $K^{u}(x)$.

Each such $\Delta_{x}$ contains a ball of radius $\bar{\theta} / 2$ in $\mathcal{G}_{z}^{d_{u}}$. To see this, consider the cone $I_{z, x}^{-1} K^{u}(x) \subset T_{z} M$, which contains a ball of radius $\bar{\theta}$ in $\mathcal{G}_{z}^{d_{u}}$, and observe that if $P \in \mathcal{G}_{z}^{d_{u}}$ lies in this cone and is at least a distance of $\bar{\theta} / 2$ from its boundary, then $P \in \Delta_{x}$ since $\left\|g_{z, x}\right\|_{C^{2}} \leq \bar{\theta} / 2$.

Now let $F \subset \mathcal{G}_{z}^{d_{u}}$ be a finite $\bar{\theta} / 2$-dense set, and given $P \in F$, let $X_{P}=$ $\left\{x \in \Omega_{z} \cap S \mid P \in \Delta_{x}\right\}$. Then $\bigcup_{P \in F} X_{P}=S \cap \Omega_{z}$, and by finiteness, there exists $P \in F$ such that Leb $X_{P}>0$.

It follows that by restricting $S$ to include only points in $X_{P}$, we may assume that $T_{x} \exp _{z}\left(E_{x}^{P} \cap B_{z}\right) \subset K^{u}(x)$ for every $x \in S$. Denote by $\xi=\xi(P)$ the foliation of $\Omega_{z}$ whose leaves are $V(x):=\exp _{z}\left(E_{x}^{P} \cap B_{z}\right)$.

To summarize, we assume without loss of generality that
(1) $S \subset \Omega_{z} \ni z$, where $\exp _{z}^{-1}$ is well-defined on the open set $\Omega_{z}$;
(2) there is a $d_{u}$-dimensional subspace $P \subset T_{z} M$ so that $\exp _{z}\left(E_{x}^{P} \cap B_{z}\right)$ is $(\gamma, 1)$-admissible at $x$ for all $x \in S$. In particular, the foliation of $T_{z} M$ by $d_{u}$-dimensional affine subspaces parallel to $P$ projects under $\exp _{z}$ to a foliation $\xi$ of $\Omega_{z}$ such that for every $x \in S$, the leaf $V(x)$ of $\xi$ passing through $x$ is $(\gamma, 1)$-admissible and $T_{x} V(x) \subset K^{u}(x)$.
Now we have a smooth foliation $\xi$ such that every leaf $V$ of $\xi$ is in $\mathcal{P}_{(\bar{\theta}, \bar{\gamma}, 1, \bar{r})}$. There are density functions $\rho_{V} \in L^{1}\left(V, m_{V}\right)$ for every $V \in \xi$ and a measure $\eta \in \mathcal{M}\left(\mathcal{P}_{(\bar{\theta}, \bar{\gamma}, 1, \bar{r})}\right)$ such that

$$
\operatorname{Leb}(S)=\int_{\mathcal{P}} \int_{V \cap S} \rho_{V}(x) d m_{V}(x) d \eta(V)
$$

Since Leb $S>0$, there exists $W \in \xi \subset \mathcal{P}_{(\bar{\theta}, \bar{\gamma}, 1, \bar{r})}$ such that $m_{W}(S)>0$, where we restrict $S$ to include only those points $x$ for which $T_{x} W \in K^{u}(x)$. This proves Proposition 4.1.
5.2. Proof of Lemma 4.3. For Lemma 4.3 we need to use a version of the Hadamard-Perron theorem from [CP16], which we now describe. Let $\Omega \subset \mathbb{R}^{d}$ be a neighborhood of the origin, and $f_{n}: \Omega \rightarrow \mathbb{R}^{d}$ a sequence of $C^{1+\alpha}$ diffeomorphisms onto their images; ultimately we will take $f_{n}$ to be the representation of $f$ in local coordinates around $f^{n}(x), f^{n+1}(x)$ along a trajectory. For now we just assume that $\left\|D f_{n}\right\|,\left\|D f_{n}^{-1}\right\|$, and $\left|D f_{n}\right|_{\alpha}$ are uniformly bounded by some constant $e^{L},{ }^{13}$ and that there is a sequence of splittings $\mathbb{R}^{d}=E_{n}^{u} \oplus E_{n}^{s}$ that determine a $D f_{n}(0)$-invariant sequence of cones $K_{n}^{u}, K_{n}^{s}$; that is, $\overline{D f_{n}(0)\left(K_{n}^{u}\right)} \subset K_{n+1}^{u}$ and $\overline{D f_{n}(0)^{-1}\left(K_{n+1}^{s}\right)} \subset K_{n}^{s}$ for each $n$. We stress that there is no invariance condition on the subspaces $E_{n}^{u, s}$ themselves; see [CP16, Remark 2.2]. We also assume that there is $L^{\prime}>0$ such that the angle $\theta_{n}$ between $K_{n}^{u}$ and $K_{n}^{s}$ satisfies $\theta_{n+1} \geq e^{-L^{\prime}} \theta_{n}$ for all $n$. As in (1.2) and (1.3), consider

$$
\begin{align*}
\lambda_{n}^{u} & =\inf \left\{\left\|D f_{n}(0)(v)\right\| \mid v \in K_{n}^{u},\|v\|=1\right\}, \\
\lambda_{n}^{s} & =\sup \left\{\left\|D f_{n}(0)(v)\right\| \mid v \in K_{n}^{s},\|v\|=1\right\},  \tag{5.1}\\
\Delta_{n} & =\frac{1}{\alpha} \max \left(0, \lambda_{n}^{s}-\lambda_{n}^{u}\right) .
\end{align*}
$$

Let $L^{\prime \prime}=\max \left(\frac{L^{\prime}}{\alpha}, L\left(1+\frac{2}{\alpha}\right)\right)$. Fix $\bar{\theta}>0$ and let

$$
\lambda_{n}^{e}= \begin{cases}\lambda_{n}^{u}-\Delta_{n} & \theta_{n} \geq \bar{\theta}  \tag{5.2}\\ -L^{\prime \prime} & \theta_{n}<\bar{\theta}\end{cases}
$$

The following theorem is a consequence of [CP16, Theorem A].

[^7]Theorem 5.1. Given $L, L^{\prime}, \bar{\theta}, \bar{\lambda}>0$ there are $\bar{\gamma}, \bar{\kappa}, \bar{r}, \delta>0$ such that the following is true. If $\theta_{0} \geq \bar{\theta}$ and $n \in \mathbb{N}$ is such that

$$
\begin{equation*}
\sum_{j=k}^{n-1} \lambda_{k}^{e} \geq(n-k) \bar{\lambda} \text { for all } 0 \leq k<n \tag{5.3}
\end{equation*}
$$

then $\theta_{n} \geq \bar{\theta}$; moreover, if $\psi_{0}: B_{E_{0}^{u}}(\eta) \rightarrow E_{0}^{s}$ is an arbitrary $C^{1+\alpha}$ function with $\psi_{0}(0)=0, D \psi_{0}(0)=0$, and $\left|D \psi_{0}\right|_{\alpha} \leq \bar{\kappa}$, then for each $n$ satisfying (5.3) there exists a $C^{1+\alpha}$ function $\psi_{n}: B_{E_{n}^{u}}(\bar{r}) \rightarrow E_{n}^{s}$ satisfying the following conditions:
(1) $\psi_{n}(0)=0, D \psi_{n}(0)=0$;
(2) $\left\|D \psi_{n}\right\| \leq \bar{\gamma}$ and $\left|D \psi_{n}\right|_{\alpha} \leq \bar{\kappa}$;
(3) the graph of $\psi_{n}$ is the connected component of $F_{n}\left(\operatorname{graph}\left(\psi_{0}\right)\right) \cap$ $B_{E_{n}^{u}}(\bar{r}) \times B_{E_{n}^{s}}(\bar{\gamma} \bar{r})$ containing the origin;
(4) writing $F_{n}=f_{n-1} \circ \cdots \circ f_{1} \circ f_{0}$, if $F_{n}(x), F_{n}(y) \in \operatorname{graph}\left(\psi_{n}\right)$, then for every $0 \leq k \leq n$, we have

$$
\begin{equation*}
\left\|F_{n}(x)-F_{n}(y)\right\| \geq e^{(n-k) \bar{\lambda}}\left\|F_{k}(x)-F_{k}(y)\right\| \tag{5.4}
\end{equation*}
$$

Remark 5.2. The key property of times satisfying the hypotheses of Theorem 5.1 is that not only are the infinitesimal dynamics along the first $n$ iterates uniform, but so are the (finite-scale) geometry and dynamics of manifolds close to the unstable direction. The inclusion of the quantity $\Delta_{n}$ in the expression for $\lambda_{n}^{e}$ is crucial for this; when $\lambda_{n}^{s}>\lambda_{n}^{u}$, the curvature of the image $F_{n}\left(\operatorname{graph}\left(\psi_{0}\right)\right)$ (that is, the quantity $\left.\left|D \psi_{n}\right|_{\alpha}\right)$ can increase, and we are forced to 'cut off' part of the image in order to control $\left\|D \psi_{n}\right\|$; the amount that we cut off is controlled by $\Delta_{n}$, and in order to return to size $\bar{r}$ we must wait until the expansion given by $\lambda_{n}^{u}$ overcomes the defect introduced by $\Delta_{n}$.

Given $W$ and $\hat{S}$ as in the hypothesis of Theorem 4.2, for each $x \in \hat{S} \cap W$ with $T_{x} W \subset K^{u}(x)$ we want to apply Theorem 5.1 to the sequence of maps $T_{f^{n}(x)} M \rightarrow T_{f^{n+1}(x)} M$ given by writing $f$ in local coordinates, choosing $E_{n}^{u}=T_{f^{n}(x)}\left(f^{n}(W)\right)$, and taking $E_{n}^{s}$ to be any subspace in $K^{s}\left(f^{n}(x)\right)$. Note that the existence of $L, L^{\prime}$ satisfying the uniformity bounds above comes immediately from compactness of $\bar{U}$ and smoothness of $f$.

In order to apply Theorem 5.1, we need to consider points $x \in W$ at which $T_{x} W \subset K^{u}(x)$ and $\theta(x)$ is sufficiently large. To do this, consider for each $M \in \mathbb{N}$ the set

$$
\begin{aligned}
S_{M}=\left\{x \in \hat{S} \cap W \mid T_{x} W \subset K^{u}(x), \theta(x)\right. & \geq \frac{1}{M}, \text { and } \\
\underline{\delta}\left(\Gamma_{\frac{e}{\lambda}}^{e}(x)\right. & \left.\left.\cap \Gamma_{\mathbf{J}, q}^{s}(x)\right) \geq \frac{1}{M} \text { for all } q \in \mathbb{N} .\right\}
\end{aligned}
$$

By the hypothesis of Theorem 4.2, we have $m_{W}\left(\bigcup_{M} S_{M}\right)>0$, and so there is $M$ with $m_{W}\left(S_{M}\right)>0$.

If $x \in W$ is such that $\theta(x)<\frac{1}{M}$ or $T_{x} W \not \subset K^{u}(x)$, then we put $\Gamma \frac{e^{\prime}}{\lambda}(x)=\emptyset$. For every other $x \in W$ - that is, whenever $\theta(x) \geq \frac{1}{M}$ and $T_{x} W \subset K^{u}(x)-$
we put

$$
\begin{equation*}
\Gamma_{\bar{\lambda}}^{e^{\prime}}(x)=\left\{n \mid \sum_{j=k}^{n-1} \lambda_{j}^{e} \geq \bar{\lambda}(n-k) \text { for all } 0 \leq k<n\right\} . \tag{5.5}
\end{equation*}
$$

This is exactly the set of times $n \in \mathbb{N}$ at which (5.3) holds and Theorem 5.1 can be applied. Note that $\lambda^{u}-\Delta \leq \lambda$ and so $\Gamma \frac{e^{\prime}}{\lambda}(x) \subset \Gamma_{\bar{\lambda}}^{e}(x)$, but the containment may be proper since whenever $\theta\left(f^{j}(x)\right)<\bar{\theta}$ we have $\lambda_{j}^{e}=-L^{\prime \prime}$, which may be less than $\lambda_{j}^{u}-\Delta_{j}$. Nevertheless, by [CP16, Proposition 9.3], there is $\bar{\theta} \in\left(0, \frac{1}{M}\right]$ such that

$$
\begin{equation*}
\underline{\delta}\left(\Gamma \frac{e^{\prime}}{\lambda}(x) \cap \Gamma_{\mathbf{J}, q}^{s}(x)\right)>\frac{1}{2 M} \text { for every } q \in \mathbb{N} \text { and } x \in S_{M} . \tag{5.6}
\end{equation*}
$$

For this value of $\bar{\theta}$, let $\bar{\gamma}, \bar{\kappa}, \bar{r}, \delta$ be as in Theorem 5.1. Writing $\mathbf{I}=(\bar{\theta}, \bar{\gamma}, \bar{\kappa}, \bar{r})$, it follows from Theorem 5.1 that for every $n \in \Gamma \frac{e^{\prime}}{\lambda}(x)$ there is $W_{n}^{x} \subset W$ such that $f^{n} W_{n}^{x} \in \mathcal{P}_{\mathbf{I}} \cap \mathcal{Q}_{\mathbf{J}, n}$, where the geometric bounds for $\mathcal{P}_{\mathbf{I}}$ come from the first three conclusions of Theorem 5.1, and the dynamical bound for $\mathcal{Q}_{\mathbf{J}, n}$ comes from (5.4). This bound also shows that $W_{n}^{x} \subset B\left(x, \bar{r} e^{-\bar{\lambda} n}\right)$, which proves the first part of Lemma 4.3.

For the second part of Lemma 4.3, fix $q, m \in \mathbb{N}$ and let

$$
X_{m}^{q}=\left\{x \left\lvert\, \frac{1}{n} \#\left([0, n) \cap \Gamma_{q}^{\mathbf{J}}(x)\right) \geq \frac{1}{2 M}\right. \text { for every } n \geq m\right\} .
$$

By (5.6), we have $\bigcup_{m} X_{m}^{q}=S_{M}$ for every $q$, and in particular, there is $N(q)$ such that $m_{W}\left(X_{N(q)}^{q}\right) \geq \frac{1}{2} m_{W}\left(S_{M}\right)$. Thus for every $n \geq N(q)$ we have

$$
\begin{aligned}
\int_{W} \frac{1}{n} \#\left([0, n) \cap \Gamma_{q}^{\mathbf{J}}(x)\right) d m_{W}(x) & \geq \int_{X_{N(q)}^{q}} \frac{1}{n} \#\left([0, n) \cap \Gamma_{q}^{\mathbf{J}}(x)\right) d m_{W}(x) \\
& \geq \frac{1}{2 M} m_{W}\left(X_{N(q)}^{q}\right) \geq \frac{1}{4 M} m_{W}\left(S_{M}\right)>0 .
\end{aligned}
$$

Taking $\delta=\frac{1}{4 M} m_{W}\left(S_{M}\right)$ completes the proof of Lemma 4.3.
5.3. Proof of Proposition 4.4. Continuity of $\Psi: \mathcal{R}_{\mathbf{K}, N}^{\prime} \rightarrow \mathcal{M}(U)$ is immediate, and also implies continuity of $\Phi: \mathcal{M}\left(\mathcal{R}_{\mathbf{K}, N}^{\prime}\right) \rightarrow \mathcal{M}(U)$. We show that $\mathcal{R}_{\mathbf{K}, N}^{\prime}$ is compact.

First we note that each of the geometric conditions for inclusion in $\mathcal{P}_{\mathbf{I}}$ is compact - that is, given $\left(x_{k}, G_{k}, F_{k}, \psi_{k}\right)$ such that (3.7) is satisfied, compactness of the Grassmanian for $M$ guarantees existence of a subsequence for which ( $x_{k}, G_{k}, F_{k}$ ) converges to $(x, G, F)$; the uniform bound on the angle guarantees that we still have $T_{x} M=G \oplus F$ in the limit; and the ArzelàAscoli theorem guarantees that we can get $C^{1}$ convergence of $\psi_{k}$ by passing to a further subsequence. Moreover, the limiting function $\psi$ is $C^{1+\alpha}$ and satisfies the same bounds in terms of $\gamma$ and $\kappa$.

Using the Arzelà-Ascoli theorem again gets a subsequence for which the densities $\rho_{k}$ converge (in $C^{0}$ ) to $\rho \in C^{\alpha}(W,[1 / L, L])$ satisfying $|\rho|_{\alpha} \leq L$. Thus to verify compactness of $\mathcal{R}_{\mathbf{K}, N}^{\prime}$, it remains only to verify that when
$W_{k} \in \mathcal{R}_{\mathbf{K}, N}$ is a sequence with $W_{k} \rightarrow W \in \mathcal{P}_{\mathbf{I}}$ in the sense of the previous paragraph, then $W \in \mathcal{R}_{\mathbf{K}, N}$ as well. This requires us to check the dynamical conditions (3.8), (4.5), and (4.6) controlled by $C, \bar{\lambda}, N, \beta$.

It is straightforward that (3.8) passes to the limit, so if $W_{k} \rightarrow W$ and $W_{k} \in \mathcal{Q}_{\mathbf{J}, N}$, then $W \in \mathcal{Q}_{\mathbf{J}, N}$ as well. For inclusion in $\mathcal{R}_{\mathbf{K}, N}$, we observe that if $W_{k} \rightarrow W$ and $x_{k} \in H_{\mathbf{J}, N}\left(W_{k}\right)$ are such that $x_{k} \rightarrow x$, then $x \in H_{\mathbf{J}, N}(W)$. In other words,

$$
H_{\mathbf{J}, N}(W) \supset \bigcap_{m \in \mathbb{N} k \geq m} \bigcup_{k \geq} H_{\mathbf{J}, N}\left(W_{k}\right) .
$$

Write $Y_{m}=\overline{\bigcup_{k \geq m} H_{\mathbf{J}, N}\left(W_{k}\right)}$, so $Y_{m}$ is a nested sequence of compact sets.
Let $\nu_{W}=m_{W} /\left\|m_{W}\right\|$, and similarly for $\nu_{W_{k}}$. Compactness of $Y_{m}$ and the fact that $\nu_{W_{k}} \rightarrow \nu_{W}$ (in the weak* topology) guarantees that $\nu_{W}\left(Y_{m}\right) \geq$ $\lim _{k \rightarrow \infty} \nu_{W_{k}}\left(Y_{m}\right) \geq \beta$, where we have used the fact that $Y_{m} \supset H_{\mathbf{J}, N}\left(W_{k}\right)$ for all $k \geq m$ and the condition in (4.6). Because the $Y_{m}$ are nested and we have $\nu_{W}\left(Y_{m}\right) \geq \beta$ for every $m$, we conclude that $\nu_{W}\left(H_{\mathbf{J}, N}(W)\right) \geq \beta$, which completes the proof that $(W, \rho) \in \mathcal{R}_{\mathbf{K}, N}^{\prime}$.

Now we have shown that $\mathcal{M}_{\leq 1}\left(\mathcal{R}_{\mathbf{K}, N}^{\prime}\right)$ is weak* compact, and continuity of $\Phi$ completes the proof that $\mathcal{M}_{\mathbf{K}, N}$ is weak* compact.
5.4. Proof of Lemma 4.5. The first part of the proof of Lemma 4.5 is to find and control the density function for $f_{*}^{n} m_{W_{n}^{x}}$. Then we will use this to estimate $m_{f^{n} W_{n}^{x}}\left(H_{\mathbf{J}, q}\left(f^{n} W_{n}^{x}\right)\right)$ using (4.8).

Given $y \in W_{n}^{x}$, let

$$
\begin{equation*}
\phi_{n}(y)=\left.\operatorname{det}\left(D f^{n}\right)(y)\right|_{T_{y} W} \tag{5.7}
\end{equation*}
$$

and define $\rho_{n}^{x} \in C\left(f^{n} W_{n}^{x}, \mathbb{R}^{+}\right)$by

$$
\begin{equation*}
\rho_{n}^{x}(z)=\frac{\phi_{n}(x)}{\phi_{n}\left(f^{-n}(z)\right)} . \tag{5.8}
\end{equation*}
$$

It follows immediately that

$$
\begin{equation*}
\frac{d\left(f_{*}^{n} m_{W_{n}^{x}}\right)}{d m_{f^{n} W_{n}^{x}}}=\frac{\rho_{n}^{x}}{\phi_{n}(x)} . \tag{5.9}
\end{equation*}
$$

We will show that $\rho_{n}^{x}$ is a well-behaved function.
Lemma 5.3. There exists $L>0$ such that if $x \in S_{\mathbf{J}, q, n}$ and $W_{n}^{x}$ is as above, then $\rho_{n}^{x}(z) \in\left[\frac{1}{L}, L\right]$ for all $z \in f^{n}\left(W_{n}^{x}\right)$, and $\left|\rho_{n}^{x}\right|_{\alpha} \leq L$.

Proof. By [CP16, Theorem D], there is $\gamma>0$ such that the manifolds $f^{k} W_{n}^{x}$ for $0 \leq k<n$ have the property that for every $y, z \in f^{k} W_{n}^{x}$, the Grassmanian distance between $T_{y}\left(f^{k} W_{n}^{x}\right)$ and $T_{z}\left(f^{k} W_{n}^{x}\right)$ is smaller than some fixed constant $\gamma$ (independent of $k, n$ ). In particular, because $f$ is $C^{1+\alpha}$, there exists $K>0$ such that

$$
|\operatorname{det} D f(y)|_{T_{y}\left(f^{k} W_{n}^{x}\right)}-\left.\operatorname{det} D f(z)\right|_{T_{z}\left(f^{k} W_{n}^{x}\right)} \mid \leq K d(y, z)^{\alpha}
$$

for every $0 \leq k<n$ and $y, z \in f^{k} W_{n}^{x}$. Using the backwards contraction property (3.8) of $f^{n} W_{n}^{x}$, we see that for every $z_{1}, z_{2} \in f^{n} W_{n}^{x}$, we have

$$
\begin{aligned}
\mid \phi_{n}\left(f^{-n}\left(z_{1}\right)\right)- & \phi_{n}\left(f^{-n}\left(z_{2}\right)\right) \mid \leq \sum_{k=1}^{n} K d\left(f^{-k}\left(z_{1}\right), f^{-k}\left(z_{2}\right)\right)^{\alpha} \\
& \leq K \sum_{k=1}^{n}\left(e^{-\bar{\lambda} k} d\left(z_{1}, z_{2}\right)\right)^{\alpha}=K e^{-\bar{\lambda} \alpha}\left(1-e^{-\bar{\lambda} \alpha}\right)^{-1} d\left(z_{1}, z_{2}\right)^{\alpha}
\end{aligned}
$$

Write $K^{\prime}=K e^{-\bar{\lambda} \alpha}\left(1-e^{-\bar{\lambda} \alpha}\right)^{-1}$, so that

$$
\begin{equation*}
\left|\phi_{n}\left(f^{-n}\left(z_{1}\right)\right)-\phi_{n}\left(f^{-n}\left(z_{2}\right)\right)\right| \leq K^{\prime} d\left(z_{1}, z_{2}\right)^{\alpha} . \tag{5.10}
\end{equation*}
$$

Applying this with $z_{1}=z$ and $z_{2}=f^{n}(x)$ yields

$$
\left|\frac{\phi_{n}\left(f^{-n}(z)\right)}{\phi_{n}(x)}-1\right| \leq K^{\prime} \bar{r}^{\alpha} e^{-\bar{\lambda} d_{u} n}
$$

for every $z \in f^{n}(W)$, where we use the fact that $\phi_{n}(x) \geq e^{\bar{\lambda} d_{u} n}$. Writing $K^{\prime \prime}=K^{\prime} \bar{r}^{\alpha}+1$, we see that

$$
\frac{1}{K^{\prime \prime}} \leq \frac{\phi_{n}\left(f^{-n}(z)\right)}{\phi_{n}(x)} \leq K^{\prime \prime}
$$

which proves the first inequality for $\rho_{n}^{x}$. (Note that $K^{\prime \prime}$ depends only on $K$, $\bar{r}, \bar{\chi}$, and $\alpha$.)

To show that the functions $\rho_{n}^{x}$ are uniformly Hölder continuous, we fix $z_{1}, z_{2} \in f^{n} W_{n}^{x}$, write $y_{i}=f^{-n}\left(z_{i}\right)$, and observe that

$$
\begin{aligned}
\left|\rho_{n}^{x}\left(z_{1}\right)-\rho_{n}^{x}\left(z_{2}\right)\right|= & \left|\frac{\phi_{n}(x)}{\phi_{n}\left(y_{1}\right)}-\frac{\phi_{n}(x)}{\phi_{n}\left(y_{2}\right)}\right| \\
& \leq \frac{\phi_{n}(x)\left|\phi_{n}\left(y_{1}\right)-\phi_{n}\left(y_{2}\right)\right|}{\phi_{n}\left(y_{1}\right) \phi_{n}\left(y_{2}\right)} \leq K^{\prime} K^{\prime \prime} d\left(z_{1}, z_{2}\right)^{\alpha} e^{-\bar{\lambda} d_{u} n}
\end{aligned}
$$

This completes the proof of Lemma 5.3.
To conclude the proof of Lemma 4.5, we use Lemma 5.3 to estimate $m_{f^{n} W_{n}^{x}}\left(H_{\mathbf{J}, q}\left(f^{n} W_{n}^{x}\right)\right)$ and get $f^{n} W_{n}^{x} \in \mathcal{R}_{\mathbf{K}, q}$. Fix $\beta^{\prime}>0$ and let $0 \leq q \leq n$ and $x \in S_{\mathbf{J}, q, n}$ be such that

$$
\begin{equation*}
m_{W}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right) \geq \beta^{\prime} m_{W}\left(W_{n}^{x}\right) . \tag{5.11}
\end{equation*}
$$

By the definition of $\Gamma_{\mathbf{J}, q}^{s} \supset \Gamma_{q}^{\mathbf{J}}$ in (4.1), we have $f^{n}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right) \subset H_{\mathbf{J}, q}\left(f^{n} W_{n}^{x}\right)$. Then Lemma 5.3 gives

$$
\begin{aligned}
& m_{f^{n}(W)}\left(f^{n}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right)\right)=\int_{W_{n}^{x} \cap S_{\mathbf{J}, q, n}} \frac{\phi_{n}(x)}{\rho_{n}^{x}(z)} d m_{W}(z) \\
& \left.\quad \geq \frac{1}{L} \phi_{n}(x) m_{W}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right)\right) \geq \phi_{n}(x) \beta^{\prime} L^{-1} m_{W}\left(W_{n}^{x}\right)
\end{aligned}
$$

and similarly,

$$
m_{f^{n}(W)}\left(f^{n} W_{n}^{x}\right) \leq L \phi_{n}(x) m_{W}\left(W_{n}^{x}\right)
$$

so we conclude that

$$
m_{f^{n}(W)}\left(H_{\mathbf{J}, q}\left(f^{n} W_{n}^{x}\right)\right) \geq \beta^{\prime} L^{-2} m_{f^{n}(W)}\left(f^{n}\left(W_{x}^{n}\right)\right) .
$$

In particular, taking $\beta=\beta^{\prime} L^{-2}$ gives $f^{n} W_{n}^{x} \in \mathcal{R}_{\mathbf{K}, q}$. Moreover, Lemma 5.3 shows that $\left(f^{n} W_{n}^{x}, \rho_{n}^{x}\right) \in \mathcal{R}_{\mathbf{K}, q}^{\prime}$, and since

$$
f_{*}^{n} m_{W_{n}^{x}}(E)=\frac{1}{\phi_{n}(x)} \int_{f^{n}(E)} \rho_{n}^{x}(z) d m_{f^{n} W_{n}^{x}}(z)
$$

this shows that $f_{*}^{n} m_{W_{n}^{x}} \in \mathcal{M}_{\mathbf{K}, q}$, as desired.
5.5. Proof of Lemma 4.6. Fix $d_{u}$ and $\mathbf{I}=(\bar{\theta}, \bar{\gamma}, \bar{\kappa}, \bar{r})$. We must produce $p \in \mathbb{N}$ such that for every $n \in \mathbb{N}$ and $0 \leq q \leq n$, the set $S_{\mathbf{J}, q, n}$ admits $p$ subsets $A_{1}, \ldots, A_{p}$ such that the sets $\left\{W_{n}^{x} \mid x \in A_{i}, 1 \leq i \leq p\right\}$ cover $S_{\mathbf{J}, q, n}$, and are disjoint within each fixed value of $i$.

Remark 5.4. The sets $W_{n}^{x}$ are not necessarily close to being balls in the metric $d_{W}$, but their images $f^{n} W_{n}^{x}$ are almost balls in the metric $d_{f^{n} W}$. Thus we could obtain Lemma 4.6 from the Besicovitch covering lemma in [Fed69, 2.8.14] if we could prove that $\bigcup_{x \in S_{\mathbf{J}, q, n}} f^{n} W_{n}^{x} \subset f^{n} W$ is directionally limited. It is shown in [Fed69, 2.8.9] that $C^{2}$ Riemannian manifolds are directionally limited, but we only know that $f^{n} W$ is $C^{1+\alpha}$. Thus we give a direct proof of Lemma 4.6 taking advantage of the fact that the sets $f^{n} W_{n}^{x}$ have uniformly controlled radii. (In the general Besicovitch covering lemma the radii are allowed to vary.)

Given $n \in \mathbb{N}$ and $x \in S_{\mathbf{J}, q, n}$, we will write $\hat{x}=f^{n} x, \hat{W}_{n}^{x}=f^{n} W_{n}^{x}$, etc., in order to simplify notation. The uniform expansion of $f^{n-k}: f^{k} W_{n}^{x} \rightarrow$ $\hat{W}_{n}^{x}$ guaranteed by Lemma 4.3 shows that $\hat{W}_{n}^{x}$ is the graph of a function $\psi: B_{E^{u}(\hat{x})}(\bar{r}) \rightarrow E^{s}(\hat{x})$; moreover, we have $\|D \psi\| \leq \bar{\gamma}$ and $|D \psi|_{\alpha} \leq \bar{\kappa}$, and the angle between $E^{u}(\hat{x})$ and $E^{s}(\hat{x})$ is at least $\bar{\theta}$. Thus the map $\Psi: E^{u}(\hat{x}) \rightarrow$ $T_{\hat{x}} M$ given by $\Psi(v)=v+\psi(v)$ is Lipschitz with a constant that depends only on $\mathbf{I}$.

We recall some terminology and notation from §5.1. Given $a \in M$, let $\mathcal{G}_{a}^{d_{u}}$ be the Grassmanian collection of $d_{u}$-dimensional subspaces of $T_{a} M$, with metric $\rho$ given by angle. Given $z, x \in M$ nearby, we write $\pi_{z, x}=$ $\exp _{x}^{-1} \circ \exp _{z}: B_{z} \rightarrow T_{x} M$, observing that $\pi_{z, x}=I_{z, x}+g_{z, x}$, where $I_{z, x}$ is an isometry and $g_{z, x}$ is smooth with $D g_{z, x}(0)=0$.

From the observations in the first paragraph above, there is $\varepsilon>0$ such that for every $x \in S_{\mathbf{J}, q, n}$ and $z, z^{\prime} \in \exp _{\hat{x}}^{-1} \hat{W}_{n}^{x} \subset T_{\hat{x}} M$, we have

$$
\begin{equation*}
\rho\left(T_{z} \exp _{\hat{x}}^{-1} \hat{W}_{n}^{x}, T_{z^{\prime}} \exp _{\hat{x}}^{-1} \hat{W}_{n}^{x}\right)<\varepsilon \tag{5.12}
\end{equation*}
$$

(We commit a slight abuse of notation by conflating $T_{\hat{x}} M$ with $T_{z} T_{\hat{x}} M$ for each $z \in T_{\hat{x}} M$ so that we can compare the angles.) Let $E_{1}(\hat{x})=T_{\hat{x}} \hat{W}_{n}^{x}$ and $E_{2}(\hat{x})=E_{1}(\hat{x})^{\perp}$, and let $P: T_{\hat{x}} M \rightarrow E_{1}(\hat{x})$ be orthogonal projection along $E_{2}(\hat{x})$. Then $P\left(\exp _{\hat{x}}^{-1} \hat{W}_{n}^{x}\right) \subset B_{E_{1}(\hat{x})}\left(0, r^{\prime}\right)$, where $r^{\prime}>r$ depends only on $\mathbf{I}$.

We conclude that if $d_{\hat{W}}$ denotes distance on $\hat{W}$ and $B_{\hat{W}}(y, r)$ denotes the $d_{\hat{W}}$-ball of radius $r$ centred at $y$, then there are $0<r<\bar{r}<r^{\prime}$ such that

$$
\begin{equation*}
B_{\hat{W}}(\hat{x}, r) \subset \hat{W}_{n}^{x} \subset B_{\hat{W}}\left(\hat{x}, r^{\prime}\right) \text { for all } x \in S_{\mathbf{J}, q, n} \tag{5.13}
\end{equation*}
$$

Let $A \subset S_{\mathbf{J}, q, n}$ be such that $\hat{A}=f^{n} A$ is a maximal $r$-separated subset of $\hat{S}_{\mathbf{J}, q, n}:=f^{n} S_{\mathbf{J}, q, n}$. Then we have

$$
\begin{equation*}
\hat{S}_{\mathbf{J}, q, n} \subset \bigcup_{x \in A} B_{\hat{W}}(\hat{x}, r) \subset \bigcup_{x \in A} \hat{W}_{n}^{x} \tag{5.14}
\end{equation*}
$$

and in particular, $S_{\mathbf{J}, q, n} \subset \bigcup_{x \in A} W_{n}^{x}$. Let $G$ be the graph whose vertex set is $A$, with an edge between $x, y \in A$ if and only if $W_{n}^{x} \cap W_{n}^{y} \neq \emptyset$. Write $x \leftrightarrow y$ when this occurs.

To complete the proof of Lemma 4.6 it suffices to show that there is $p \in \mathbb{N}$, depending only on $d_{u}$ and $\mathbf{I}$, such that the chromatic number of $G$ is $\leq p$. It suffices to show that every vertex of $G$ has degree $\leq p$.

Let $W_{n}=\bigcup_{x \in S_{\mathbf{J}, q, n}} W_{n}^{x}$. Fix $x \in A$, and consider the set

$$
\hat{V}_{n}^{x}:=\bigcup\left\{B_{\hat{W}_{n}}\left(\hat{y}, r^{\prime}\right) \mid y \in A, y \leftrightarrow x\right\} .
$$

Note that $\hat{V}_{n}^{x} \subset B_{\hat{W}_{n}}\left(\hat{x}, 3 r^{\prime}\right)$, and that for every $y \leftrightarrow x$ we have $B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right) \subset$ $\hat{V}_{n}^{x}$. Because $\hat{A}$ is $r$-separated, the sets $\left\{\left.B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right) \right\rvert\, y \in A\right\}$ are pairwise disjoint. In particular, we have

$$
\begin{align*}
m_{\hat{W}_{n}}\left(\hat{V}_{n}^{x}\right) & \geq \sum\left\{\left.m_{\hat{W}_{n}}\left(B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right)\right) \right\rvert\, y \in A, y \leftrightarrow x\right\}  \tag{5.15}\\
& \geq(\operatorname{deg} x) \inf _{y \in S_{\mathbf{J}, q, n}} m_{\hat{W}_{n}}\left(B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right)\right) .
\end{align*}
$$

For a lower bound on $m_{\hat{W}_{n}}\left(B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right)\right)$, we write $V\left(r, d_{u}\right)$ for the volume of the Euclidean ball of radius $r$ in dimension $d_{u}$, and let $Q$ be such that the exponential map $\exp _{a}: T_{a} M \rightarrow M$ is $Q$-Lipschitz on the ball of radius $3 r^{\prime}$ for every $a \in \bar{U}$. (Here we use compactness of $\bar{U}$.) Using (5.12), we see that for every $y \in S_{\mathbf{J}, q, n}$ we have

$$
\begin{equation*}
m_{\hat{W}_{n}}\left(B_{\hat{W}_{n}}\left(\hat{y}, \frac{r}{2}\right)\right) \geq Q^{-d_{u}}(1+\varepsilon)^{-d_{u}} V\left(\frac{r}{2}, d_{u}\right) . \tag{5.16}
\end{equation*}
$$

For the upper bound on $m_{\hat{W}_{n}}\left(\hat{V}_{n}^{x}\right)$, we first observe that $\exp _{\hat{x}}^{-1} \hat{V}_{n}^{x}$ is not contained in $\exp _{\hat{x}}^{-1} \hat{W}_{n}^{x}$. However, for every $y \leftrightarrow x$ there is $u \in W_{n}^{x} \cap W_{n}^{y}$, and thus for any $z \in \exp _{\hat{x}}^{-1} \hat{W}_{n}^{y}$ we have

$$
\begin{aligned}
\rho\left(T_{z} \exp _{\hat{x}}^{-1} \hat{V}_{n}^{x}, E^{1}(\hat{x})\right) \leq & \rho\left(T_{z} \exp _{\hat{x}}^{-1} \hat{W}_{n}^{y}, T_{\exp _{\hat{x}}^{-1} \hat{u}} \exp _{\hat{x}}^{-1} \hat{W}_{n}^{y}\right) \\
& +\rho\left(T_{\exp _{\hat{x}}^{-1} \hat{u}} \exp _{\hat{x}}^{-1} \hat{W}_{n}^{y}, E^{1}(\hat{x})\right) \\
\leq & \left\|g_{\hat{y}, \hat{x}}\right\|_{C^{2}} \rho\left(T_{\pi_{y, x}^{-1} z} \exp _{\hat{y}}^{-1} \hat{W}_{n}^{y}, T_{\exp _{\hat{y}}^{-1} \hat{u}} \exp _{\hat{y}}^{-1} \hat{W}_{n}^{y}\right)+\varepsilon .
\end{aligned}
$$

There is $C>0$ such that for every $x, y \in S_{\mathbf{J}, q, n}$ with $d_{\hat{W}}(\hat{x}, \hat{y})<2 r^{\prime}$ we have $\left\|g_{\hat{y}, \hat{x}}\right\|_{C^{2}} \leq C$, and so for every $z, z^{\prime} \in \exp _{\hat{x}}^{-1} \hat{V}_{n}^{x} \subset T_{\hat{x}} M$, we have

$$
\begin{equation*}
\rho\left(T_{z} \exp _{\hat{x}}^{-1} \hat{V}_{n}^{x}, T_{z^{\prime}} \exp _{\hat{x}}^{-1} \hat{V}_{n}^{x}\right)<2 \varepsilon(1+C) . \tag{5.17}
\end{equation*}
$$

Then as in (5.16) we have

$$
\begin{equation*}
m_{\hat{W}_{n}}\left(\hat{V}_{x}^{n}\right) \leq Q^{d_{u}}(1+2 \varepsilon(1+C))^{d_{u}} V\left(d_{u}, 3 r^{\prime}\right) . \tag{5.18}
\end{equation*}
$$

Combining (5.15), (5.16), and (5.18), we see that there is $p \in \mathbb{N}$, depending only on $d_{u}, r, r^{\prime}, \varepsilon, Q, C$, such that $\operatorname{deg} x \leq p$ for every $n \in \mathbb{N}$ and $x \in S_{\mathbf{J}, q, n}$. This completes the proof of Lemma 4.6.
5.6. Proof of Proposition 4.8. First note that Lemma 4.3 gives $\delta>0$ such that for each $q \in \mathbb{N}$ there is $N(q)$ with the property that for every $n \geq N(q)$ we have

$$
\int_{W} \frac{1}{n} \#\left([0, n) \cap \Gamma_{q}^{\mathbf{J}}(x)\right) d m_{W}(x)>\delta,
$$

or equivalently,

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n} m_{W}\left(S_{\mathbf{J}, q, k}\right)>\delta . \tag{5.19}
\end{equation*}
$$

Let $p \in \mathbb{N}$ be as in Lemma 4.6 and fix $\beta^{\prime}>0$ such that

$$
\begin{equation*}
\beta^{\prime \prime}:=p^{-1} \delta-\beta^{\prime} m_{W}(W)>0 . \tag{5.20}
\end{equation*}
$$

Given $0 \leq q \leq n$, decompose $S_{\mathbf{J}, q, n}$ into the following two sets:

$$
\begin{aligned}
S_{\mathbf{J}, q, n}^{g} & =\left\{x \in S_{\mathbf{J}, q, n} \mid m_{W}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right) \geq \beta^{\prime} m_{W}\left(W_{n}^{x}\right)\right\}, \\
S_{\mathbf{J}, q, n}^{b} & =\left\{x \in S_{\mathbf{J}, q, n} \mid m_{W}\left(W_{n}^{x} \cap S_{\mathbf{J}, q, n}\right)<\beta^{\prime} m_{W}\left(W_{n}^{x}\right)\right\},
\end{aligned}
$$

where $W_{n}^{x}$ is as in Lemma 4.3. Note that $S_{\mathbf{J}, q, n}^{g}$ is exactly the set of points to which Lemma 4.5 applies (for the given value of $\beta^{\prime}$ ). Now let $A_{1}, \ldots, A_{p} \subset$ $S_{\mathbf{J}, q, n}$ be given by Lemma 4.6. We have

$$
\begin{aligned}
m_{W} & \left(S_{\mathbf{J}, q, n}\right) \leq \sum_{i=1}^{p} \sum_{x \in A_{i}} m_{W}\left(S_{\mathbf{J}, q, n} \cap W_{n}^{x}\right) \\
& =\sum_{i=1}^{p}\left(\sum_{x \in A_{i} \cap S_{\mathbf{J}, q, n}^{b}} m_{W}\left(S_{\mathbf{J}, q, n} \cap W_{n}^{x}\right)+\sum_{x \in A_{i} \cap S_{\mathbf{J}, q, n}^{g}} m_{W}\left(S_{\mathbf{J}, q, n} \cap W_{n}^{x}\right)\right) \\
& \leq p \beta^{\prime} m_{W}(W)+\sum_{i=1}^{p} \sum_{x \in A_{i} \cap S_{\mathbf{J}, q, n}^{g}} m_{W}\left(W_{n}^{x}\right),
\end{aligned}
$$

where the last inequality follows from the definition of $S_{\mathbf{J}, q, n}^{b}$, which gives $m_{W}\left(S_{\mathbf{J}, q, n} \cap W_{n}^{x}\right) \leq \beta^{\prime} m_{W}\left(W_{n}^{x}\right)$ for every $x \in A_{i} \cap S_{\mathbf{J}, q, n}^{b}$, together with the fact that for each value of $i$, the set $\left\{W_{n}^{x} \mid x \in A_{i} \cap S_{\mathbf{J}, q, n}^{b}\right\}$ are disjoint. We conclude that there exists $i$ such that

$$
\begin{equation*}
\sum_{x \in A_{i} \cap S_{\mathbf{J}, q, n}^{g}} m_{W}\left(W_{n}^{x}\right) \geq \frac{1}{p} m_{W}\left(S_{\mathbf{J}, q, n}\right)-\beta^{\prime} m_{W}(W) . \tag{5.21}
\end{equation*}
$$

(The right-hand side of (5.21) may be negative for some values of $n$, but we will see that it is positive on average.) Write $S_{\mathbf{J}, q, n}^{\prime}=S_{\mathbf{J}, q, n}^{g} \cap A_{i}$ for this choice of $i$. Then given any $x \neq y \in S_{\mathbf{J}, q, n}^{\prime}$, we have $W_{n}^{x} \cap W_{n}^{y}=\emptyset$, which is the disjointness condition we wanted. Writing $W_{\mathbf{J}, q, n}=\bigsqcup_{x \in S_{\mathbf{J}, q, n}^{\prime}} W_{n}^{x}$, Lemma 4.5 gives

$$
\begin{equation*}
f_{*}^{n} m_{W_{\mathbf{J}, q, n}} \in \mathcal{M}_{\mathbf{K}, q} \tag{5.22}
\end{equation*}
$$

whenever $n \geq q$. Moreover, (5.19), (5.20), and (5.21) give

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n} m_{W}\left(W_{\mathbf{J}, q, k}\right) \geq \frac{1}{p} \delta-\beta^{\prime} m_{W}(W)=\beta^{\prime \prime}>0 \tag{5.23}
\end{equation*}
$$

whenever $n \geq N(q)$. To complete the proof of Proposition 4.8, we find $q_{n} \rightarrow \infty$ such that the measures $\mu_{n}=\frac{1}{n} \sum_{k=0}^{n-1} f_{*}^{k}\left(m_{W}\right)$ have uniformly large projection to $\mathcal{M}_{\mathbf{K}, q_{n}}$; that is, we need $\nu_{n} \in \mathcal{M}_{\mathbf{K}, q_{n}}$ such that $\nu_{n} \leq \mu_{n}$ and $\underline{\lim }_{n}\left\|\nu_{n}\right\|>0$. Choose $q_{n} \rightarrow \infty$ such that

$$
n \geq N\left(q_{n}\right) \text { and } q_{n} \leq \frac{1}{2} \beta^{\prime \prime} m_{W}(W) n
$$

It follows from (5.22) that for every $k \geq q_{n}$ we have

$$
f_{*}^{k} m_{W} \geq f_{*}^{k} m_{W_{\mathbf{J}, q, k}} \in \mathcal{M}_{\mathbf{K}, q_{n}}
$$

Averaging over $k$ from $q_{n}$ to $n$ gives

$$
\mu_{n} \geq \nu_{n}:=\frac{1}{n} \sum_{k=q_{n}}^{n-1} f_{*}^{k} m_{W_{\mathbf{J}, q, k}} \in \mathcal{M}_{\mathbf{K}, q_{n}}
$$

and so it only remains to estimate $\left\|\nu_{n}\right\|$. Using (5.23) and our choice of $q_{n}$, we see that

$$
\begin{aligned}
\left\|\nu_{n}\right\| & =\frac{1}{n} \sum_{k=q_{n}}^{n-1}\left\|m_{W_{\mathbf{J}, q, k}}\right\|=\frac{1}{n}\left(\sum_{k=0}^{n-1} m_{W}\left(W_{\mathbf{J}, q, k}\right)\right)-\frac{1}{n}\left(\sum_{k=0}^{q_{n}-1} m_{W}\left(W_{\mathbf{J}, q, k}\right)\right) \\
& \geq \beta^{\prime \prime}-\frac{q_{n}}{n} m_{W}(W) \geq \frac{1}{2} \beta^{\prime \prime} .
\end{aligned}
$$

5.7. Proof of Proposition 4.10. We prove that $\mathcal{M}^{\text {ac }} \cap \mathcal{M}^{\mathrm{h}}$ is precisely the set of SRB measures for $f$.

First we show that every SRB measure $\mu$ is in $\mathcal{M}^{\text {ac }} \cap \mathcal{M}^{\mathrm{h}}$. Every SRB measure is hyperbolic, so $\mu \in \mathcal{M}^{\mathrm{h}}$. To show that $\mu \in \mathcal{M}^{\text {ac }}$, first observe that $\mu$ is invariant and supported on $\Lambda$. As discussed before Definition 1.1, $\mu$ can be expressed in terms of conditional measures on local unstable manifolds. More precisely, if we write $\tilde{\mathcal{R}}$ for the set of all local unstable manifolds (so that in particular $\tilde{\mathcal{R}} \subset \mathcal{R}$ ), then for each $\ell$ one can take a measurable partition of the regular set $Y_{\ell}$ into sets of the form $W \cap Y_{\ell}$, where $W \in \tilde{\mathcal{R}}$, and let $\left\{\mu_{W} \mid W \in \tilde{\mathcal{R}}\right\}$ be the conditional measures of $\mu$ relative to each
element of this partition. This means that there is a measure $\eta$ on $\tilde{\mathcal{R}}$ such that

$$
\begin{equation*}
\mu(E)=\int_{\tilde{\mathcal{R}}} \mu_{W}(E) d \eta(W) \tag{5.24}
\end{equation*}
$$

for every measurable set $E$. By Definition 1.1 we have $\mu_{W} \ll m_{W}$ for $\eta$-a.e. $W$, and since every local unstable manifold is contained in $\mathcal{R}$, this shows that $\mu(E)=0$ for all $E \in \mathcal{N}(\mathcal{R})$, so $\mu \in \mathcal{M}^{\text {ac }}$.

Conversely, if $\mu \in \mathcal{M}^{\text {ac }} \cap \mathcal{M}^{\mathrm{h}}$, we show that $\mu$ is an SRB measure. Since $\mu$ is invariant, it is supported on $\Lambda$. Because hyperbolicity is given, this amounts to showing that the conditional measures generated by $\mu$ on local unstable manifolds are absolutely continuous with respect to the leaf volume. Once again using the decomposition of $\mu$ in (5.24), we show that $\mu_{W} \ll m_{W}$ for $\eta$-a.e. $W$. Indeed, if there is a positive $\eta$-measure set of $W$ such that $\mu_{W} \ll m_{W}$, then we may write $\mathcal{W}$ for this set and take for each $W \in \mathcal{W}$ a set $E_{W} \subset W$ with $m_{W}\left(E_{W}\right)=0$ and $\mu_{W}\left(E_{W}\right)>0$. Taking $E$ to be the union of these $E_{W}$ yields a set with $E \subset \bigcup_{W \in \mathcal{W}} W$ and $m_{W}(E)=0$ for every $W \in \mathcal{W}$, so $E \in \mathcal{N}(\mathcal{R})$, and moreover $\mu(E)>0$ since $\mu_{W}\left(E_{W}\right)>0$, which contradicts the assumption that $\mu \in \mathcal{M}^{\text {ac }}$.
5.8. Proof of Proposition 4.11. We deduce Proposition 4.11 from a generalisation of the Lebesgue decomposition theorem, which follows the proof given in [Bro71].

Let $(X, \Omega)$ be a measurable space, and let $\mathcal{M}$ denote the collection of all finite measures on $X$. We say that a collection of subsets $\mathcal{N} \subset \Omega$ is a candidate collection of null sets if it is closed under passing to subsets and countable unions:
(1) if $E \in \mathcal{N}$ and $F \in \Omega, F \subset E$, then $F \in \mathcal{N}$;
(2) if $\left\{E_{n}\right\} \subset \mathcal{N}$ is a countable collection, then $\bigcup_{n} E_{n} \in \mathcal{N}$.

Given a candidate collection of null sets, let $\mathcal{S}=\mathcal{S}(\mathcal{N})$ be the subspace of $\mathcal{M}$ defined by

$$
\begin{equation*}
\mathcal{S}=\{\mu \in \mathcal{M} \mid \mu(E)=0 \text { for all } E \in \mathcal{N}\} \tag{5.25}
\end{equation*}
$$

Given a subspace $\mathcal{S} \subset \mathcal{M}$, define the space of singular measures by

$$
\mathcal{S}^{\perp}=\{\nu \in \mathcal{M} \mid \nu \perp \mu \text { for all } \mu \in \mathcal{S}\} .
$$

If $\mathcal{S}$ is given by (5.25), then the subspaces $\mathcal{S}$ and $\mathcal{S}^{\perp}$ give a decomposition of $\mathcal{M}$.

Lemma 5.5. Let $\mathcal{N}$ be a candidate collection of null sets, and let $\mathcal{S}=\mathcal{S}(\mathcal{N})$ be given by (5.25). Then $\mathcal{M}=\mathcal{S} \oplus \mathcal{S}^{\perp}$.

Proof. Fix $\nu \in \mathcal{M}$; we need to show that there is a unique decomposition $\nu=\nu_{1}+\nu_{2}$, where $\nu_{1} \in \mathcal{S}$ and $\nu_{2} \in \mathcal{S}^{\perp}$. To this end, consider the following collection of subsets:

$$
\mathcal{N}^{\prime}=\{E \in \mathcal{N} \mid \nu(E)>0\} .
$$

Let $\theta=\sup \left\{\nu(E) \mid E \in \mathcal{N}^{\prime}\right\}$, and let $E_{n} \in \mathcal{N}^{\prime}$ be a countable collection such that $\nu\left(E_{n}\right) \rightarrow \theta$. Consider the union $A=\bigcup_{n} E_{n}$, and observe that $\nu(A)=\theta$ and $A \in \mathcal{N}^{\prime}$.

We claim that $\nu_{1}=\left.\nu\right|_{X \backslash A}$ and $\nu_{2}=\left.\nu\right|_{A}$ gives the desired decomposition. Indeed, $\nu_{2} \perp \mu$ for all $\mu \in \mathcal{S}$ since $\mu(A)=0$ and $\nu_{2}(X \backslash A)=0$, so $\nu_{2} \in \mathcal{S}^{\perp}$. Furthermore, given $E \in \mathcal{N}$, we may write $E^{\prime}=E \backslash A$ and $F=E \cap A$; then $\nu_{1}(F)=0$ by definition, and if $\nu\left(E^{\prime}\right)=\nu_{1}\left(E^{\prime}\right)>0$, we would have $\nu\left(E^{\prime} \cup A\right)=\nu\left(E^{\prime}\right)+\nu(A)>\theta$, contradicting the definition of $\theta$. It follows that $\nu_{1}(E)=0$, and since this holds for all $E \in \mathcal{N}$, we have $\nu_{1} \in \mathcal{S}$.

Finally, uniqueness of the decomposition follows from the fact that $\mathcal{S} \cap$ $\mathcal{S}^{\perp}=\{0\}$.

Proposition 4.11 follows upon observing that the set $\mathcal{N}=\mathcal{N}(\mathcal{R})$ defined in (4.10) is a candidate collection of null sets, and (4.11) gives $\mathcal{M}^{\text {ac }}=\mathcal{S}(\mathcal{N})$, so Lemma 5.5 shows that $\mathcal{M}(M)=\mathcal{M}^{\text {ac }} \oplus\left(\mathcal{M}^{\text {ac }}\right)^{\perp}$.

## 6. Proof of Theorem 2.3

6.1. "Good" iterates. Recall that $\tilde{\mathcal{A}}$ denotes the set of $C^{1+\alpha}$ curves $W \subset$ $U \backslash Z$ such that

- $T_{x} W \subset K^{u}(x)$ for all $x \in W$;
- $W$ has Hölder curvature bounded by $L$;
- the length of $W$ is between $\varepsilon$ and $2 \varepsilon$.

The first observation we need is that by uniform hyperbolicity on $U \backslash Z$, ( $\mathbf{C} 2$ ) can be extended to all $W \in \tilde{\mathcal{A}}$, not just those that enter $Z$. In fact, it can be strengthened slightly. Recall also that $\lambda(x)=\min \left(\lambda^{u}(x)-\Delta(x), \lambda^{s}(x)\right)$ as in (1.4).

Lemma 6.1. There are constants $L, \varepsilon, Q, \nu>0$ and a function $p: \mathbb{N} \rightarrow[0,1]$ such that $\sum_{t \geq 1} t p(t)<\infty$ and every $W \in \tilde{\mathcal{A}}$ has an admissible decomposition $\left\{W_{j}, \tau_{j}\right\}$ satisfying
(1) $m_{W}(\{x \in W \mid \tau(x)=t\}) \leq p(t) m_{W}(W)$ for every $t \in \mathbb{N}$;
(2) $\bar{G}\left(W_{j}\right) \in \tilde{\mathcal{A}}$ for every $j$;
(3) if $x, y \in W_{j}$ then $\log \frac{\left.|D \bar{G}(x)|\right|_{x} W \mid}{|D G(y)|_{T_{y} W} \mid} \leq Q d(\bar{G} x, \bar{G} y)^{\alpha^{2}}$;
(4) $\sum_{j=k}^{\tau(x)}\left(\lambda^{u}-\Delta\right)\left(g^{j}(x)\right) \geq \nu$ and $\sum_{j=k}^{\tau(x)} \lambda^{s}\left(g^{j}(x)\right) \leq-\nu$ for all $x \in W$ and $0 \leq k \leq \tau(x)$.

Proof. Recall that an admissible decomposition of $W \in \tilde{A}$ is a partition (mod zero with respect to $m_{W}$ ) of $W$ into subsets $W_{j}$, together with an assignment of an 'inducing time' $\tau_{j}$ to each $W_{j}$ such that $g^{\tau_{j}}\left(W_{j}\right) \subset U \backslash Z$; thus we must define both the partition $W_{j}$ and the inducing function $\tau$ (which is constant on each $W_{j}$ ). If $g(W)$ does not intersect $Z$ then it suffices to take $\tau \equiv 1$ and partition $W$ into either 1 or 2 pieces, depending on whether $\bar{G}(W)=g(W)$ has length greater or less than $2 \varepsilon$.

If $g(W)$ does intersect $Z$, then start with the decomposition $W=\bigsqcup_{j} W_{j}$ from (C2). Let $\hat{\tau}: W \rightarrow \mathbb{N}$ be the inducing function given there, and $\hat{p}: \mathbb{N} \rightarrow[0,2 \varepsilon)$ be the probability envelope. Let $n$ be the minimum time it takes for an $f$-orbit leaving $Z$ to return to $Z$. Note that by ( $\mathbf{C 3}$ ) we have $n>C / \log \chi$. Let $\tau=\hat{\tau}+n$ and let $p(t)=\hat{p}(t-n)$. Convergence of $\sum t p(t)$ follows from convergence of $\sum t \hat{p}(t)$.

To get the desired decomposition, note that for all $j$ we have $\hat{G}\left(W_{j}\right)=$ $g^{n}\left(g^{\hat{\tau}_{j}}\left(W_{j}\right)\right) \subset U \backslash Z$. By invariance of $K^{u}$ we see that all the tangent vectors to $\hat{G}\left(W_{j}\right)$ lie in $K^{u}$, and thus $\hat{G}\left(W_{j}\right)$ can be decomposed into a disjoint union $\bigsqcup_{\ell} \hat{G}\left(W_{j, \ell}\right)$, where each $\hat{G}\left(W_{j, \ell}\right)$ is in $\tilde{\mathcal{A}}$. Thus $W=\bigsqcup_{j, \ell} W_{j, \ell}$ is the desired decomposition and (2) is verified.

Condition (4) follows from (C3), putting $\nu=n \log \chi-C$. So it only remains to prove the bounded distortion condition (3).

Recall that the Hölder curvature of every $W \in \mathcal{A}$ is bounded by $L$. Thus given $W \in \mathcal{A}$ and two nearby points $x, y \in W$, the Grassmanian distance between $T_{x} W$ and $T_{y} W$ is bounded above by $L^{\prime} d(x, y)^{\alpha}$. Because $f$ is $C^{1+\alpha}$ and $M$ is compact, this gives

$$
\begin{equation*}
|D g(x)|_{T_{x} W}-\left.D g(y)\right|_{T_{y} W} \mid \leq K d(x, y)^{\alpha^{2}} \tag{6.1}
\end{equation*}
$$

for some uniform constant $K$. As long as $W$ lies outside of $Z$, we can use uniform expansion together with the observation that $\log a-\log b \leq(a-b) \frac{1}{b}$ whenever $a>b$ to get

$$
\begin{equation*}
\log \frac{|D g(x)|_{T_{x} W} \mid}{|D g(y)|_{T_{y} W} \mid} \leq K d(x, y)^{\alpha^{2}} \tag{6.2}
\end{equation*}
$$

We also observe that there is $\hat{\chi}<1$ such that for every $t \in \mathbb{N}$, every $x, y \in$ $W_{j} \subset W(t)$, and every $k \geq 0$ such that $g^{t-k}(x) \in U \backslash Z$, we have

$$
\begin{equation*}
d\left(g^{t-k}(x), g^{t-k}(y)\right) \leq \hat{\chi}^{k} d\left(g^{t}(x), g^{t}(y)\right)=\hat{\chi}^{k} d(\bar{G}(x), \bar{G}(y)) \tag{6.3}
\end{equation*}
$$

For convenience of notation, given $j \in \mathbb{N}$ we write

$$
D_{j} g(x)=\left.D g\left(g^{j}(x)\right)\right|_{T_{g^{j}(x)}\left(g^{j}(W)\right)}
$$

Then we can use (6.3) together with (C2)(iii) and (6.2) to get

$$
\begin{aligned}
\log \frac{|D \bar{G}(x)|_{T_{x} W} \mid}{|D \bar{G}(y)|_{T_{y} W} \mid} & \leq \log \frac{\left|D g^{\hat{\tau}}(x)\right|_{T_{x} W} \mid}{\left|D g^{\hat{\tau}}(y)\right|_{T_{y} W} \mid}+\sum_{k=1}^{n} \log \frac{\left|D_{\hat{\tau}+n-k} g(x)\right|}{\left|D_{\hat{\tau}+n-k} g(y)\right|} \\
& \leq Q \hat{\chi}^{\alpha n} d(\bar{G}(x), \bar{G}(y))^{\alpha}+\sum_{k=1}^{n} K \hat{\chi}^{k \alpha^{2}} d(\bar{G}(x), \bar{G}(y))^{\alpha^{2}}
\end{aligned}
$$

which suffices to complete the proof of Lemma 6.1.
Now we can iterate Lemma 6.1 and follow a procedure similar to the one in [BV00]. Given $W \in \tilde{\mathcal{A}}$, let $W=\bigsqcup_{j_{1}=1}^{k_{1}} W\left(j_{1}\right)$ be the partition given by Lemma 6.1. Then for every $j_{1}$, the curve $\bar{G}\left(W\left(j_{1}\right)\right)$ is in $\tilde{\mathcal{A}}$, and so the lemma can be applied to this curve as well, giving a decomposition
$W\left(j_{1}\right)=\bigsqcup_{j_{2}=1}^{k_{2}} W\left(j_{1}, j_{2}\right)$, where each $\bar{G}^{2}\left(W\left(j_{1}, j_{2}\right)\right)$ is in $\tilde{\mathcal{A}}$. (Note that $k_{2}$ may depend on $j_{1}$.)

To simplify notation we write $\mathbf{j}=\left(j_{1}, \ldots, j_{n}\right)$ and $|\mathbf{j}|=n$. Iterating the above procedure yields a partition $W=\bigsqcup_{\mathrm{j}} W(\mathbf{j})$ such that $\bar{G}^{n}(W(\mathbf{j})) \in \tilde{\mathcal{A}}$. Moreover, writing $T(\mathbf{j})=\sum_{i=1}^{|\mathbf{j}|} \tau_{j_{i}}$, Lemma 6.1(4) yields

$$
\begin{equation*}
\sum_{i=0}^{T(\mathbf{j})}\left(\lambda^{u}\left(g^{i} x\right)-\Delta\left(g^{i} x\right)\right) \geq \nu|\mathbf{j}|, \quad \sum_{i=0}^{T(\mathbf{j})} \lambda^{s}\left(g^{i} x\right) \leq-\nu|\mathbf{j}| . \tag{6.4}
\end{equation*}
$$

Given $\mathbf{j}$ with $|\mathbf{j}|=n$ and any $x, y \in W(\mathbf{j})$, let $\gamma$ be a path on $\bar{G}^{n}(W(\mathbf{j}))$ that connects $\bar{G}^{n}(x)$ to $\bar{G}^{n}(y)$. Then there is a path $\eta$ on $W(\mathbf{j})$ such that $\bar{G}^{n}(\eta)=\gamma$, and by (6.4), the lengths of $\eta$ and $\gamma$ are related by

$$
|\eta| \leq e^{-\nu n}|\gamma| .
$$

Writing $d_{W}$ for distance on $W$, this implies that

$$
d_{W(\mathbf{j})}(x, y) \leq e^{-\nu n} d_{\bar{G}^{n} W(\mathbf{j})}\left(\bar{G}^{n}(x), \bar{G}^{n}(y)\right) .
$$

Because $W(\mathbf{j})$ and $\bar{G}^{n} W(\mathbf{j})$ both have Hölder curvature bounded by $L$, there is a constant $L^{\prime}>0$ such that

$$
\begin{equation*}
d(x, y) \leq L^{\prime} e^{-\nu|\mathbf{j}|} d\left(\bar{G}^{n} x, \bar{G}^{n} y\right) \tag{6.5}
\end{equation*}
$$

whenever $x, y \in W(\mathbf{j})$, where $d$ is the usual metric on $M$. We can use this to get the following bounded distortion control.

Lemma 6.2. There exists $K \in \mathbb{R}$ such that given $W \in \tilde{\mathcal{A}}$ and $x, y \in W(\mathbf{j})$, we have

$$
\begin{equation*}
K^{-1} \leq \frac{\left.\left|D g^{T(\mathbf{j})}(x)\right|\right|_{T_{x} W} \mid}{\left|D g^{T(\mathbf{j})}(y)\right|_{T_{y} W} \mid} \leq K . \tag{6.6}
\end{equation*}
$$

Proof. Given $x, y \in W(\mathbf{j})$, and $0 \leq i<n$, we adopt the shorthand notation

$$
D_{i} \bar{G}(x)=\left.D \bar{G}\left(\bar{G}^{i}(x)\right)\right|_{T_{\bar{G}^{i}(x)}}\left(\bar{G}^{i}(W)\right),
$$

so that

$$
\begin{equation*}
\left.D g^{T(\mathbf{j})}(x)\right|_{T_{x} W}=\prod_{i=0}^{n-1} D_{i} \bar{G}(x) . \tag{6.7}
\end{equation*}
$$

We see from (6.5) that

$$
\begin{equation*}
d\left(\bar{G}^{i}(x), \bar{G}^{i}(y)\right) \leq L^{\prime} e^{-\nu(n-i)} d\left(g^{T(\mathbf{j})}(x), g^{T(\mathbf{j})}(y)\right) . \tag{6.8}
\end{equation*}
$$

Now Lemma 6.1(3), together with (6.7) and (6.8), yields

$$
\begin{aligned}
& \log \frac{\left.\left|D g^{T(\mathbf{j})}(x)\right|\right|_{T_{x} W} \mid}{\left|D g^{T(\mathbf{j})}(y)\right|_{T_{y} W} \mid}=\sum_{i=0}^{n-1} \log \frac{\left|D_{i} \bar{G}(x)\right|}{\left|D_{i} \bar{G}(y)\right|} \\
\leq & \sum_{i=0}^{n-1} Q d\left(\bar{G}^{n-i}(x), \bar{G}^{n-i}(y)\right)^{\alpha^{2}} \leq \sum_{i=0}^{n-1} Q e^{-\nu \alpha^{2} i}\left(L^{\prime}\right)^{\alpha^{2}} d\left(g^{T(\mathbf{j})}(x), g^{T(\mathbf{j})}(y)\right)^{\alpha^{2}} .
\end{aligned}
$$

This completes the proof since $\sum e^{-\nu \alpha^{2} i}$ converges and the roles of $x, y$ are symmetric.

Now given $W \in \tilde{\mathcal{A}}$ and $x \in W$, let $j_{1}(x), j_{2}(x), \ldots$ be such that $x \in$ $W\left(j_{1}(x), \ldots, j_{n}(x)\right)$ for all $n$. Define a sequence of $\mathbb{N}$-valued random variables $t_{1}, t_{2}, \ldots$ on $\left(W, m_{W}\right)$ by $t_{n}(x)=\tau_{j_{n}(x)}$.
Proposition 6.3. With $p, \varepsilon$ as in Lemma 6.1 and $K$ as in Lemma 6.2, we have $\mathbb{P}\left[t_{n}=T \mid t_{1}, \ldots, t_{n-1}\right] \leq K p(T)$.
Proof. Observe that $t_{n}$ is constant on $W(\mathbf{j})$ whenever $|\mathbf{j}| \geq n$, and so

$$
\begin{equation*}
\mathbb{P}\left[t_{n}=T \mid t_{1}, \ldots, t_{n-1}\right] \leq \sup _{|\mathbf{j}|=n-1} \frac{m_{W}(W(\mathbf{j}, T))}{m_{W}(W(\mathbf{j}))} . \tag{6.9}
\end{equation*}
$$

By Lemma 6.2, for every $\mathbf{j}$, the $\operatorname{map} g^{T(\mathbf{j})}$ carries $W(\mathbf{j})$ to $V_{\mathbf{j}}:=g^{T(\mathbf{j})} W(\mathbf{j}) \in \tilde{\mathcal{A}}$ with distortion bounded by $K$, and so in particular for $|\mathbf{j}|=n-1$ we have

$$
\frac{m_{W}(W(\mathbf{j}, T))}{m_{W}(W(\mathbf{j}))} \leq K \frac{m_{V_{\mathbf{j}}}\left(V_{\mathbf{j}}(T)\right)}{m_{V_{\mathbf{j}}}\left(V_{\mathbf{j}}\right)} \leq K p(T),
$$

where the last inequality uses (C2).
6.2. Asymptotic averages of return times. Now we are in a position to prove that the asymptotic average of the return times $t_{n}$ is bounded for $m_{W}$-a.e. initial condition. The arguments used here are well-known, but we give full details as our setting differs from that in which the strong law of large numbers is usually proved. We follow [Bil79, Theorem 22.1], which gives an argument that goes back to Etemadi.

Consider the probability space ( $W, m_{W}$ ), where $W \in \tilde{\mathcal{A}}$ is as in the previous section and we take $m_{W}$ to be normalized. Let $\mathcal{F}_{n}$ be the increasing sequence of $\sigma$-algebras generated by the sets $W\left(j_{1}, \ldots, j_{n}\right)$. By Condition (C2) and Proposition 6.3, we can choose $p: \mathbb{N} \rightarrow[0,1]$ such that

$$
\begin{align*}
& \mathbb{P}\left[t_{n}=T \mid \mathcal{F}_{n-1}\right] \leq p(T),  \tag{6.10}\\
& R:=\sum_{T=1}^{\infty} T p(T)<\infty . \tag{6.11}
\end{align*}
$$

Note that the "new" $p(t)$ is obtained by multiplying the "old" one from Condition (C2) by the distortion constant $K$ coming from Lemma 6.2.

Proposition 6.4. If $t_{n}$ is any sequence of random variables satisfying (6.10) and (6.11), then $\varlimsup_{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} t_{k} \leq R$ almost surely.
Proof. Consider the truncated random variables $s_{n}=t_{n} \mathbf{1}_{\left[t_{n} \leq n\right]}$, and note that by (6.10) and (6.11), we have

$$
0 \leq s_{n} \leq t_{n} \Rightarrow \mathbb{E}\left[s_{n} \mid \mathcal{F}_{n-1}\right] \leq R .
$$

Now consider the random variables $r_{n}=s_{n}+R-\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n-1}\right]$. Note that $r_{n}$ is $\mathcal{F}_{n}$-measurable, and moreover

$$
\begin{equation*}
\mathbb{E}\left[r_{n} \mid \mathcal{F}_{n-1}\right]=R \text { for all } n . \tag{6.12}
\end{equation*}
$$

Let $X_{N}=\frac{1}{N}\left(r_{1}+\cdots+r_{N}\right)-R$, so that $\mathbb{E}\left[X_{N}\right]=0$. The idea is to use (6.12) to obtain an efficient estimate on $\mathbb{E}\left[X_{N}^{2}\right]$, which via Chebyshev's inequality gives a bound on $\mathbb{P}\left[X_{N} \geq \varepsilon\right]$. A careful use of Borel-Cantelli will lead to the result.

We begin with the observation that

$$
\begin{aligned}
\mathbb{E}\left[X_{N}^{2}\right] & =\frac{1}{N^{2}} \mathbb{E}\left[\left(\sum_{k=1}^{N}\left(r_{k}-R\right)\right)^{2}\right] \\
& =\frac{1}{N^{2}} \sum_{k=1}^{N} \mathbb{E}\left[\left(r_{k}-R\right)^{2}\right]+\frac{2}{N^{2}} \sum_{i<j} \mathbb{E}\left[\left(r_{i}-R\right)\left(r_{j}-R\right)\right] .
\end{aligned}
$$

Given $i<j$, the fact that $r_{i}$ is $\mathcal{F}_{n-1}$-measurable together with (6.12) gives $\mathbb{E}\left[\left(r_{i}-R\right)\left(r_{j}-R\right)\right]=0$, hence

$$
\begin{equation*}
\mathbb{E}\left[X_{N}^{2}\right]=\frac{1}{N^{2}} \sum_{k=1}^{N} \mathbb{E}\left[\left(r_{k}-R\right)^{2}\right] \leq \frac{1}{N^{2}} \sum_{k=1}^{N}\left(\mathbb{E}\left[r_{k}^{2}\right]+2 R \mathbb{E}\left[r_{k}\right]+R^{2}\right) \tag{6.13}
\end{equation*}
$$

Let $T_{0}$ be such that $\sum_{T \geq T_{0}} p(T) \leq 1$, and let $Y$ be a random variable taking the value $T$ with probability $p(T)$ for $T \geq T_{0}$. Note that by the definition of $s_{n}$ and $r_{n}$, we have $r_{n} \leq s_{n}+R \leq n+R$, thus

$$
\mathbb{E}\left[r_{k}^{2}\right]=\sum_{T=1}^{k+R} T^{2} \mathbb{P}\left[r_{k}=T\right] \leq \sum_{T=1}^{k+R} T^{2} p(T) \leq C+\mathbb{E}\left[Y^{2} \mathbf{1}_{[Y \leq k+R]}\right]
$$

for some fixed constant $C$. Note that the final expression is non-decreasing in $k$, and so together with (6.13) we have

$$
\begin{equation*}
\mathbb{E}\left[X_{N}^{2}\right] \leq \frac{1}{N}\left(C^{\prime}+\mathbb{E}\left[Y^{2} \mathbf{1}_{[Y \leq N+R]}\right]\right) \tag{6.14}
\end{equation*}
$$

where again $C^{\prime}$ is a fixed constant. Given $\varepsilon>0$, we can use (6.14) in Chebyshev's inequality to get

$$
\begin{equation*}
\mathbb{P}\left[\left|X_{N}\right| \geq \varepsilon\right] \leq \frac{1}{\varepsilon^{2} N}\left(C^{\prime}+\mathbb{E}\left[Y^{2} \mathbf{1}_{[Y \leq N+R]}\right]\right) \tag{6.15}
\end{equation*}
$$

Fix $\alpha>1$ and let $u_{n}=\left\lfloor\alpha^{n}\right\rfloor$. Putting $K=\frac{2 \alpha}{\alpha-1}$, choosing $y \in \mathbb{R}$, and letting $m=m(y)$ be the smallest number such that $u_{m} \geq y$, we have

$$
\sum_{u_{n} \geq y} u_{n}^{-1} \leq 2 \sum_{n \geq m} \alpha^{-n}=K \alpha^{-m} \leq K y^{-1}
$$

and thus (6.15) yields

$$
\begin{aligned}
\sum_{n=1}^{\infty} \mathbb{P}\left[\left|X_{u_{n}}\right| \geq \varepsilon\right] & \leq \frac{1}{\varepsilon^{2}} \sum_{n=1}^{\infty} u_{n}^{-1}\left(C^{\prime}+\mathbb{E}\left[Y^{2} \mathbf{1}_{\left[Y \leq u_{n}+R\right]}\right]\right) \\
& \leq \frac{K C^{\prime}}{\varepsilon^{2}}+\frac{1}{\varepsilon^{2}} \mathbb{E}\left[\sum_{n=1}^{\infty} Y^{2} u_{n}^{-1} \mathbf{1}_{\left[Y \leq u_{n}+R\right]}\right] \\
& \leq \frac{K C^{\prime}}{\varepsilon^{2}}+\frac{1}{\varepsilon^{2}} \mathbb{E}\left[Y^{2} K(Y-R)^{-1}\right]<\infty
\end{aligned}
$$

where the last inequality uses (6.11) and the definition of $Y$. Since the probabilities of the events $\left|X_{u_{n}}\right| \geq \varepsilon$ are summable, it follows from the first Borel-Cantelli lemma that with probability 1 , only finitely many of these events occur. In particular, we have $\varlimsup_{n \rightarrow \infty}\left|X_{u_{n}}\right| \leq \varepsilon$ almost surely; in terms of the random variables $r_{n}$, this means that

$$
\varlimsup_{n \rightarrow \infty}\left|\left(\frac{1}{u_{n}} \sum_{k=1}^{u_{n}} r_{k}\right)-R\right| \leq \varepsilon \text { almost surely. }
$$

Taking an intersection over all rational $\varepsilon>0$ gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{u_{n}} \sum_{k=1}^{u_{n}} r_{k}=R \text { a.s. } \tag{6.16}
\end{equation*}
$$

Let $Z_{k}=\sum_{i=1}^{k} r_{k}$. Because $r_{k} \geq 0$ we have $Z_{u_{n}} \leq Z_{k} \leq Z_{u_{n+1}}$ for all $u_{n} \leq k \leq u_{n+1}$, and in particular

$$
\frac{u_{n}}{u_{n+1}} \frac{Z_{u_{n}}}{u_{n}} \leq \frac{Z_{k}}{k} \leq \frac{u_{n+1}}{u_{n}} \frac{Z_{u_{n+1}}}{u_{n+1}} .
$$

Taking the limit and using (6.16) gives

$$
\frac{1}{\alpha} R \leq \varliminf_{k \rightarrow \infty} \frac{1}{k} Z_{k} \leq \varlimsup_{k \rightarrow \infty} \frac{1}{k} Z_{k} \leq \alpha R \text { a.s. }
$$

Taking an intersection over all rational $\alpha>1$ gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} r_{k}=R \text { a.s. } \tag{6.17}
\end{equation*}
$$

Finally, we recall from the definition of $s_{n}$ and $r_{n}$ that $t_{n} \leq r_{n}$ whenever $t_{n} \leq n$. In particular, we may observe that

$$
\sum_{n=1}^{\infty} \mathbb{P}\left[t_{n}>r_{n}\right] \leq \sum_{n=1}^{\infty} \mathbb{P}\left[t_{n}>n\right] \leq \mathbb{E}\left[t_{n}\right] \leq R
$$

and apply Borel-Cantelli again to deduce that with probability one, $t_{n}>r_{n}$ for at most finitely many values of $n$. In particular, (6.17) implies that

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} t_{k} \leq R \text { a.s. } \tag{6.18}
\end{equation*}
$$

which completes the proof of Proposition 6.4.
6.3. Positive rate of effective hyperbolicity. It remains to verify the conditions of Theorem 4.2. ${ }^{14}$ Recall that $\hat{S}$ is the set of points $x \in W$ with $T_{x} W \subset K^{u}(x)$ for which $\Gamma_{\bar{\lambda}}^{e}(x) \cap \Gamma_{\mathbf{J}, q}^{s}(x)$ has uniformly (in $q$ ) positive lower asymptotic density (for some $\mathbf{J}=(C, \bar{\lambda})$ ), and for which (EH2) holds. The sets $\Gamma_{\bar{\lambda}}^{e}(x)$ and $\Gamma_{\mathbf{J}, q}^{s}(x)$ are defined in (3.10) and (4.1), respectively, and in our setting can be controlled using the sequence $t_{n}$.

Lemma 6.5. Let $\nu>0$ be as in Lemma 6.1(4) and fix $0<\bar{\lambda}<\nu^{\prime}<\nu / R$. If $\overline{\lim }_{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} t_{k}(x) \leq R$ then we have $\underline{\delta}\left(\Gamma_{\bar{\lambda}}^{e}(x) \cap \Gamma_{\mathbf{J}, q}^{s}(x)\right) \geq \frac{\nu^{\prime}-\bar{\lambda}}{L-\bar{\lambda}}$ for every $q$, where $L$ is a uniform bound for $\lambda^{u}-\Delta$ and $\lambda^{s}$.

Proof. Let $T_{n}(x)=\sum_{k=1}^{n} t_{k}(x)$. By Lemma 6.1(4) and (C3), there are sequences $a_{k}, b_{k} \in[-L, L]$ such that the following hold:
(1) $\left(\lambda^{u}-\Delta\right)\left(g^{k} x\right) \geq a_{k}$;
(2) $\lambda^{s}\left(g^{k} x\right) \leq b_{k}$;
(3) $\sum_{k=T_{n}(x)}^{T_{n+1}(x)-1} a_{k}=\nu$;
(4) $\sum_{k=T_{n}(x)}^{T_{n+1}(x)-1} b_{k}=-\nu$;
(5) $\sum_{k=r}^{s} a_{k} \geq-C$ for all $T_{n}(x) \leq r \leq s<T_{n+1}(x)$;
(6) $\sum_{k=r}^{s} b_{k} \leq-C$ for all $T_{n}(x) \leq r \leq s<T_{n+1}(x)$.

Now if $\overline{\lim } \frac{1}{n} T_{n}(x) \leq R$, then the above imply $\underline{\lim } \frac{1}{k} \sum_{j=0}^{k} a_{j} \geq \nu / R>\nu^{\prime}$. Thus by Pliss' lemma [BP07, Lemma 11.2.6] there is $\Gamma_{a} \subset \mathbb{N}$ with $\underline{\delta}\left(\Gamma_{a}\right) \geq$ $\frac{\nu^{\prime}-\bar{\lambda}}{L-\bar{\lambda}}$ such that for all $n \in \Gamma_{a}$ and $0 \leq k<n$, we have

$$
\sum_{j=k}^{n-1}\left(\lambda^{u}-\Delta\right)\left(g^{j} x\right) \geq \sum_{j=k}^{n-1} a_{j} \geq \bar{\lambda}(n-k) .
$$

It follows that $\Gamma_{a} \subset \Gamma_{\bar{\lambda}}^{e}(x)$. Moreover, the properties listed above guarantee that every $n \in \Gamma_{a}$ is also in $\Gamma_{\mathbf{J}, q}^{s}(x)$ for $q \leq n$. This yields the desired lower bound on the asymptotic density.

Combining Proposition 6.4 and Lemma 6.5, we see that $m_{W}$-a.e. $x \in W$ satisfies ( $\mathbf{E H 1} \mathbf{1}^{\prime}$ ) (and has $T_{x} W \subset K^{u}(x)$ ), so the only remaining problem is to estimate the angle between the stable and unstable cones.
6.4. Angle between stable and unstable cones. Because $g$ is a diffeomorphism and the angle between $K^{s}$ and $K^{u}$ is uniformly positive on $U \backslash Z$, we see that for every $\bar{\theta}>0$ there is $T$ such that if $x \in W \in \tilde{\mathcal{A}}$ and $\tau(x) \leq T$, then $\theta\left(g^{k} x\right) \geq \bar{\theta}$ for all $0 \leq k \leq \tau(x)$.

[^8]Fix $W \in \tilde{\mathcal{A}}$ and let $t_{n}(x)$ be as in the previous section. We conclude from the above observations that in order to bound the density of the set $\left\{k \in \mathbb{N} \mid \theta\left(g^{k}(x)\right)<\bar{\theta}\right\}$, it suffices to get an upper bound for

$$
\begin{equation*}
\frac{\sum_{j=1}^{m} t_{j}(x) \mathbf{1}_{\left[t_{j}(x) \geq T\right]}}{\sum_{j=1}^{m} t_{j}(x)} \leq \frac{1}{m} \sum_{j=1}^{m} t_{j}(x) \mathbf{1}_{\left[t_{j}(x) \geq T\right]} . \tag{6.19}
\end{equation*}
$$

To see this, we fix $\bar{\theta}>0$, let $T=T(\bar{\theta})$ be as above, and write $T_{n}(x)=$ $\sum_{i=1}^{n} t_{i}(x)$. For a fixed $x \in W$, let $m$ be the largest number such that $T_{m}(x) \leq n$, and put $d_{j}=1$ if $t_{j}(x) \geq T$, and $d_{j}=0$ otherwise. Then

$$
\#\left\{1 \leq k \leq n \mid \theta\left(g^{k} x\right)<\bar{\theta}\right\} \leq\left(\sum_{j=1}^{m} t_{j}(x) d_{j}(x)\right)+\left(n-T_{m}(x)\right) d_{m+1}(x) .
$$

If $d_{m+1}=0$, we have

$$
\frac{1}{n} \#\left\{1 \leq k \leq n \mid \theta\left(g^{k} x\right)<\bar{\theta}\right\} \leq \frac{1}{T_{m}(x)} \sum_{j=1}^{m} t_{j} d_{j},
$$

and if $d_{m}=1$ we have the same inequality with $m$ replaced by $m+1$ on the right-hand side. Writing

$$
\rho(x)=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \#\left\{1 \leq k \leq n \mid \theta\left(g^{k}(x)\right)<\bar{\theta}\right\},
$$

this implies that

$$
\begin{equation*}
\rho(x) \leq \varlimsup_{m \rightarrow \infty} \frac{\sum_{j=1}^{m} t_{j}(x) \mathbf{1}_{\left[t_{j}(x) \geq T\right]}}{\sum_{j=1}^{m} t_{j}(x)} . \tag{6.20}
\end{equation*}
$$

Fixing $T$, let $\tilde{t}_{j}=t_{j} \mathbf{1}_{\left[t_{j} \geq T\right]}$. With $p(t)$ as in (6.10) and (6.11), we have

$$
\mathbb{P}\left[\tilde{t}_{j}=t \mid \mathcal{F}_{j-1}\right] \leq \tilde{p}(t),
$$

where $\tilde{p}(t)=p(t)$ when $t \geq T$ and $\tilde{p}(t)=0$ otherwise. In particular, for every $\varepsilon>0$ there is $T$ such that $\sum t \tilde{p}(t)<\varepsilon$. Applying Proposition 6.4 to $\tilde{t}_{j}$ gives

$$
\varlimsup \overline{\lim } \frac{1}{m} \sum_{j=1}^{m} \tilde{t}_{j} \leq \varepsilon \text { a.s. } ;
$$

together with (6.19) and (6.20) this implies that $\rho(x) \leq \varepsilon$ for $m_{W}$-a.e. $x \in W$. Because $\varepsilon>0$ can be taken arbitrarily small by sending $\bar{\theta} \rightarrow 0$, we conclude that $m_{W}$-a.e. $x \in W$ satisfies (EH2). The fact that $m_{W}$-a.e. $x \in W$ satisfies (EH1') was proved in the previous section, and thus Theorem 4.2 applies, establishing the existence of an SRB measure for $g$.

## 7. Proof of Theorem 2.4

First we outline how the conditions (C1)-(C3) will be verified. The key will be to obtain estimates on the flow generated by $\mathcal{X}$, in particular on solutions $x(t)$ of the flow itself and on tangent vectors $v(t)$ that evolve under the flow. Many of these estimates mirror the ones in [Kat79] for the original Katok example, but we cannot directly follow the computations there, because in our setting it is possible for vectors in $K^{u}$ to contract (see Remark 7.10). Roughly speaking, our estimates go in three stages.
(1) Estimate $\theta(t)$, the angle between $x(t)$ and the unstable direction, which starts near $\pi / 2$ and decays towards 0 . This is done in (7.2).
(2) Estimate $\rho(t)$, the angle between $v(t)$ and the unstable direction, which we want to keep small to obtain good expansion estimates. This is done in Lemma 7.8, and a key result is Corollary 7.9.
(3) Given two trajectories starting on the same $W_{j}$, estimate the difference between the corresponding tangent vectors as $t$ varies. This is done using Lemma 7.11 and (7.32).

The conditions (C1)-(C3) will be verified as follows. For (C1), we use Lemma 7.8 that shows decay of $\rho(t)$ for large values of $t$. For (C3), we use (7.33) and Corollary 7.9, the key being that $\int_{t_{1}}^{t_{2}} \tan \rho(t) d t$ is uniformly bounded.

Verification of (C2) is the most involved, and is carried out in $\S \S 7.3-$ 7.4. Given $W \in \tilde{\mathcal{A}}$ that is about to enter $Z$, the natural partition to use is $W=\bigsqcup_{j} W_{j}$ where $W_{j}$ is the set of points in $W$ for which $j$ is the first return time to $U \backslash Z$ under the action of $g$. Indeed, there is $\varepsilon>0$ such that if we partition $f^{-1}(Z) \backslash Z$ into level sets of the return time, then any curve in $\mathcal{A}$ that crosses one of these level sets completely is mapped by $G$ to a curve of length approximately $\varepsilon$. The issue is that there may be some level sets that $W$ does not cross completely, so that $G\left(W_{j}\right)$ is too short. In this case we join $W_{j}$ with the neighboring $W_{i}$ and increase $\tau$ by 1 , so that the image under $\bar{G}$ has length between $\varepsilon$ and $2 \varepsilon$.

The above procedure describes an admissible decomposition such that $\bar{G}\left(W_{j}\right)$ has the right length for each $j$. Now (C2)(i) will come from the expansion estimate (7.41) since we can take $p(t)=t^{-\left(1+\frac{1}{\alpha}\right)}$ (up to a constant). The rest of (C2)(ii) will come from (7.55), which gives bounds on the Hölder curvature of $\bar{G}\left(W_{j}\right)$. Finally, (C2)(iii) will come from (7.58).
7.1. Trajectories near the fixed point. All of the computations and estimates described in Section 2.2 will actually be carried out on $Y:=$ $B\left(0, r_{0}\right) \subset Z$, where $\mathcal{X}$ has the specific form $\|x\|^{\alpha} A x$. As $g$ is uniformly hyperbolic on $Z \backslash Y$ and trajectories spend a uniformly bounded time in this region, the conditions continue to hold when we consider passages through the larger region $Z$.

Let $\varphi_{t}$ be the flow on $Z$ generated by the vector field $\mathcal{X}$. When we consider a single trajectory of the flow, we will generally write $x(t)=\varphi_{t}(x)$ to keep the notation more compact.

We start by verifying Condition (C1). We first study how a trajectory moves through $Z$; in particular, how the relative distance from $x$ to the stable and unstable manifolds of the fixed point varies.

More precisely, let $Y=B\left(0, r_{0}\right)$ so that $\mathcal{X}(x)=\|x\|^{\alpha} A x$ on $Y$. Let $x:[0, T] \rightarrow Y$ be a trajectory of the flow determined by $\mathcal{X}$, and write $x=$ $x_{u}+x_{s}$ for $x_{u} \in E^{u} \times\{0\}$ and $x_{s} \in\{0\} \times E^{s}$. (Recall that $E^{u}=\mathbb{R}$ and $E^{s}=\mathbb{R}^{d-1}$.) Let $\theta(t)$ be the positive angle between $x$ and $E^{u} \times\{0\}$, so that $\tan \theta(t)=\left\|x_{s}(t)\right\| /\left\|x_{u}(t)\right\|$. Let $T_{0}$ be the time at which $x$ leaves $Y$, so $\left\|x\left(T_{0}\right)\right\|=r_{0}$ and $x(t) \in Y$ for all $t \in\left[0, T_{0}\right]$. Let $\lambda=\beta+\gamma$.

Lemma 7.1. On $t \in\left[0, T_{0}\right]$, we have $(\tan \theta)^{\prime}=-\lambda\|x\|^{\alpha} \tan \theta$.
Proof. Observe that $\dot{x}_{u}=\|x\|^{\alpha} \gamma x_{u}$ and $\dot{x}_{s}=-\|x\|^{\alpha} \beta x_{s}$, whence

$$
\left\|x_{u}\right\|^{\prime}=\left\langle\frac{x_{u}}{\left\|x_{u}\right\|}, \dot{x}_{u}\right\rangle=\|x\|^{\alpha} \gamma\left\|x_{u}\right\|=\|x\|^{1+\alpha} \gamma \cos \theta
$$

and similarly $\left\|x_{s}\right\|^{\prime}=-\|x\|^{1+\alpha} \beta \sin \theta$. Thus

$$
\begin{aligned}
(\tan \theta)^{\prime} & =\left(\frac{\left\|x_{s}\right\|}{\left\|x_{u}\right\|}\right)^{\prime}=\frac{\left\|x_{u}\right\|\left\|x_{s}\right\|^{\prime}-\left\|x_{s}\right\|\left\|x_{u}\right\|^{\prime}}{\left\|x_{u}\right\|^{2}} \\
& =\frac{(\|x\| \cos \theta)\left(-\|x\|^{1+\alpha} \beta \sin \theta\right)-(\|x\| \sin \theta)\left(\|x\|^{1+\alpha} \gamma \cos \theta\right)}{\|x\|^{2} \cos ^{2} \theta} \\
& =-(\beta+\gamma)\|x\|^{\alpha} \tan \theta
\end{aligned}
$$

Defining a quantity $J\left(t_{1}, t_{2}\right)$ by

$$
\begin{equation*}
J\left(t_{1}, t_{2}\right):=\lambda \int_{t_{1}}^{t_{2}}\|x(\tau)\|^{\alpha} d \tau \tag{7.1}
\end{equation*}
$$

it follows from Lemma 7.1 that

$$
\begin{equation*}
\tan \theta\left(t_{2}\right)=e^{-J\left(t_{1}, t_{2}\right)} \tan \theta\left(t_{1}\right) \tag{7.2}
\end{equation*}
$$

Given $s \in(0, \infty)$ and a trajectory $x:\left[0, T_{0}\right] \rightarrow Y$ that leaves $Y$ at time $T_{0}$, let $T_{s}$ be the time at which $\tan \theta=s$. By Lemma 7.1 , $\tan \theta$ is strictly decreasing, so $T_{s}$ is well-defined as long as

$$
\begin{equation*}
\tan \theta(0)>s>\tan \theta\left(T_{0}\right) \tag{7.3}
\end{equation*}
$$

The following lemma controls how $\|x\|$ changes.
Lemma 7.2. The norm of $x$ varies according to the $O D E$

$$
\begin{equation*}
\frac{d}{d t}\|x\|^{-\alpha}=\alpha\left(\beta \sin ^{2} \theta-\gamma \cos ^{2} \theta\right)=\alpha \xi(\tan \theta), \tag{7.4}
\end{equation*}
$$

where $\xi(s)=\frac{\beta s^{2}-\gamma}{s^{2}+1}$. In particular, for every piece of trajectory $x:[0, T] \rightarrow Y$ (that need not enter/exit $Y$ at its endpoints), we have

$$
\begin{align*}
-\gamma \alpha & \leq \frac{d}{d t}\|x\|^{-\alpha} \leq \beta \alpha  \tag{7.5}\\
\|x(t)\|^{-\alpha} & \leq\|x(T)\|^{-\alpha}+\gamma \alpha(T-t)  \tag{7.6}\\
\|x(t)\|^{-\alpha} & \leq\|x(0)\|^{-\alpha}+\beta \alpha t \tag{7.7}
\end{align*}
$$

Moreover, if $x:\left[0, T_{0}\right] \rightarrow Y$ is a trajectory that enters $Y$ at time 0 and leaves it at time $T_{0}$, then we have

$$
\begin{array}{ll}
\|x(t)\|^{-\alpha} \geq r_{0}^{-\alpha}+\alpha \xi(s) t & \text { for all } s \in\left[0, T_{s}\right] \\
\|x(t)\|^{-\alpha} \geq r_{0}^{-\alpha}-\alpha \xi(s)\left(T_{0}-t\right) & \text { for all } s \in\left[T_{s}, T_{0}\right] . \tag{7.9}
\end{array}
$$

Proof. For (7.4), we observe that

$$
\left(\|x\|^{-\alpha}\right)^{\prime}=-\alpha\|x\|^{-\alpha-1}\left\langle\frac{x}{\|x\|}, \dot{x}\right\rangle=-\alpha\|x\|^{-\alpha-2}\left\langle x,\|x\|^{\alpha} A x\right\rangle=-\alpha\langle\hat{x}, A \hat{x}\rangle
$$

where we write $\hat{x}=x /\|x\|$. Then the first equality in (7.4) follows from the form of $A$, and the second from the identity

$$
\beta \sin ^{2} \theta-\gamma \cos ^{2} \theta=\frac{\beta \tan ^{2} \theta-\gamma}{\tan ^{2} \theta+1}=\xi(\tan \theta)
$$

Now (7.5) follows directly from (7.4), and in turn implies (7.6)-(7.7). For (7.8)-(7.9), we first observe that for $t \in\left[0, T_{s}\right]$ we have $\tan \theta \geq 2$, and so $\xi(\tan \theta) \geq \xi(s)$, giving

$$
\frac{d}{d t}\|x\|^{-\alpha} \geq \alpha \xi(s)
$$

which proves (7.8). A similar bound on $\left[T_{s}, T_{0}\right]$ gives (7.9).
The following is our main technical result on estimates for $\|x\|$.
Proposition 7.3. For every $0<\kappa<1$, there are $\beta^{\prime}, \gamma^{\prime}>0$ and $0<\kappa<1$ such that for every trajectory that enters $Y$ at time 0 and leaves it at time $T_{0}$, we have

$$
\begin{aligned}
r_{0}^{-\alpha}+\alpha \beta^{\prime} t & \leq\|x(t)\|^{-\alpha} \leq r_{0}^{-\alpha}+\alpha \beta t & & \text { for all } t \in\left[0, \kappa T_{0}\right] \\
r_{0}^{-\alpha}+\alpha \gamma^{\prime}\left(T_{0}-t\right) & \leq\|x(t)\|^{-\alpha} \leq r_{0}^{-\alpha}+\alpha \gamma\left(T_{0}-t\right) & & \text { for all } t \in\left[\kappa T_{0}, T_{0}\right]
\end{aligned}
$$

Proof. The upper bounds are immediate from Lemma 7.2. For the lower bounds, we observe that by Lemma 7.1 and (7.4), $\|x\|^{-\alpha}$ has negative second derivative with respect to $t$; since the desired lower bounds are linear and hold at $0, T_{0}$, it suffices to prove them at $t=\kappa T_{0}$.

Given $0<s_{1}<\sqrt{\gamma / \beta}<s_{2}$, let $\xi_{j}=\xi\left(s_{j}\right)$ so that $\xi_{1}<0<\xi_{2}$, and given a trajectory as in the hypothesis, let $T_{j}$ be such that $\tan \theta\left(T_{j}\right)=s_{j}$. From

Lemma 7.1 we have $\frac{d}{d t}(\log \tan \theta)=-(\beta+\gamma)\|x\|^{\alpha}$, and from (7.6)-(7.7) we have $\|x\|^{-\alpha} \leq r_{0}^{-\alpha}+\alpha(\beta+\gamma) T_{0}$, so

$$
\frac{d}{d t}(\log \tan \theta) \leq \frac{-(\beta+\gamma)}{r_{0}^{-\alpha}+\alpha(\beta+\gamma) T_{0}} .
$$

We conclude that

$$
T_{1}-T_{2} \leq \log \left(\frac{s_{2}}{s_{1}}\right)\left(\frac{r_{0}^{-\alpha}}{\beta+\gamma}+\alpha T_{0}\right)
$$

for every such trajectory. In particular, given $\kappa \in(0,1)$, we can choose $\varepsilon>0$ such that $(\kappa-\varepsilon, \kappa+\varepsilon) \subset(0,1)$ and $\kappa-\varepsilon>\kappa / 2$; then we choose $s_{1}, s_{2}$ as above close enough to $\sqrt{\gamma / \beta}$ that for every trajectory as in the hypothesis of the proposition, we have

$$
\begin{equation*}
T_{1}-T_{2} \leq \varepsilon T_{0} . \tag{7.10}
\end{equation*}
$$

Now we consider the following three cases: either $T_{2} \geq \kappa T_{0}$, or $T_{1} \leq \kappa T_{0}$, or $T_{2}<\kappa T_{0}<T_{1}$.

In the first case, we have $\kappa T_{0} \in\left[0, T_{s_{2}}\right]$, and (7.8) gives

$$
\begin{equation*}
\left\|x\left(\kappa T_{0}\right)\right\|^{-\alpha} \geq r_{0}^{-\alpha}+\alpha \xi_{2} \kappa T_{0}=r_{0}^{-\alpha}+\alpha \xi_{2} \frac{\kappa}{1-\kappa}\left(T_{0}-\kappa T_{0}\right) . \tag{7.11}
\end{equation*}
$$

In the second case, we have $\kappa T_{0} \in\left[T_{s_{1}}, 0\right]$, and (7.9) gives

$$
\begin{equation*}
\left\|x\left(\kappa T_{0}\right)\right\|^{-\alpha} \geq r_{0}^{-\alpha}-\alpha \xi_{1}\left(T_{0}-\kappa T_{0}\right)=r_{0}^{-\alpha}-\alpha \xi_{1} \frac{1-\kappa}{\kappa} \kappa T_{0} . \tag{7.12}
\end{equation*}
$$

In the third case, (7.10) yields $T_{2} \geq(\kappa-\varepsilon) T_{0}$, and we have $(\kappa-\varepsilon) T_{0} \in\left[0, T_{s_{2}}\right]$. Thus (7.8) gives

$$
\left\|x\left((\kappa-\varepsilon) T_{0}\right)\right\|^{-\alpha} \geq r_{0}^{-\alpha}+\alpha \xi_{2}(\kappa-\varepsilon) T_{0} .
$$

We can write $\kappa T_{0}$ as a convex combination of $(\kappa-\varepsilon) T_{0}$ and $T_{0}$ by

$$
\kappa T_{0}=\frac{1-\kappa}{1-\kappa+\varepsilon}(\kappa-\varepsilon) T_{0}+\frac{\varepsilon}{1-\kappa+\varepsilon} T_{0} .
$$

Let $\xi_{2}^{\prime}=\frac{1}{2} \frac{1-\kappa}{1-\kappa+\varepsilon} \xi_{2}$; then by concavity of $t \mapsto\|x(t)\|^{-\alpha}$ together with the fact that $\left\|x\left(T_{0}\right)\right\|=r_{0}$ and $\kappa-\varepsilon \geq \frac{1}{2} \kappa$, we get

$$
\begin{equation*}
\left\|x\left(\kappa T_{0}\right)\right\|^{-\alpha} \geq r_{0}^{-\alpha}+\alpha \xi_{2}^{\prime} \kappa T_{0}=r_{0}^{-\alpha}+\alpha \xi_{2}^{\prime} \frac{\kappa}{1-\kappa}\left(T_{0}-\kappa T_{0}\right) . \tag{7.13}
\end{equation*}
$$

Combining (7.11)-(7.13) and writing $\beta^{\prime}=\min \left(\xi_{2},\left|\xi_{1}\right| \frac{1-\kappa}{\kappa}, \xi_{2}^{\prime}\right)$, we conclude that $\|x(t)\|^{-\alpha} \geq r_{0}^{-\alpha}+\alpha \beta^{\prime} t$ for $t=\kappa T_{0}$, and hence by concavity it holds for all $t \in\left[0, \kappa T_{0}\right]$. The lower bound for $t \in\left[\kappa T_{0}, T_{0}\right]$ follows similarly by taking $\gamma^{\prime}=\min \left(\xi_{2} \frac{\kappa}{1-\kappa},\left|\xi_{1}\right|, \xi_{2}^{\prime} \frac{\kappa}{1-\kappa}\right)$.

We need a few more bounds regarding $T_{s}$.

Lemma 7.4. For every $s \in(0, \infty)$ and every trajectory satisfying (7.3), we have

$$
\begin{equation*}
\int_{T_{s}}^{T_{0}}\|x\|^{\alpha} \tan \theta d t \leq \frac{s}{\gamma+\beta} . \tag{7.14}
\end{equation*}
$$

Proof. For (7.14) we observe that (7.1) gives

$$
\frac{d}{d t}\left(e^{-J\left(T_{s}, t\right)}\right)=-\lambda\|x\|^{\alpha} e^{-J\left(T_{s}, t\right)}
$$

and so by (7.2) we have

$$
\int_{T_{s}}^{T_{0}}\|x\|^{\alpha} \tan \theta d t=\int_{T_{s}}^{T_{0}}\|x\|^{\alpha} s e^{-J\left(T_{s}, t\right)} d t=-\frac{s}{\lambda}\left[e^{-J\left(T_{s}, t\right)}\right]_{T_{s}}^{T_{0}},
$$

which proves (7.14).
Now we obtain an upper bound on $T_{s}$ when $s$ is large, and a lower bound on $T_{s}$ when $s$ is small. Here 'large' and 'small' are related to the sign of $\xi(s)$, which is positive when $s^{2}>\gamma / \beta$ and negative when $s^{2}<\gamma / \beta$.
Lemma 7.5. Given $s \in(0, \infty)$ such that $s^{2}>\gamma / \beta$, consider the quantity

$$
\begin{equation*}
\chi=\chi(s)=\frac{\gamma}{\gamma+\beta}\left(1+\frac{1}{s^{2}}\right)<1 \tag{7.15}
\end{equation*}
$$

if the trajectory $x$ enters $Y$ at time 0 and leaves it at time $T_{0}$, with $\tan \theta\left(T_{0}\right)<$ $s<\tan \theta(0)$, then we have

$$
\begin{equation*}
T_{s} \leq \chi T_{0} . \tag{7.16}
\end{equation*}
$$

If $s^{2}<\gamma / \beta$, then consider

$$
\begin{equation*}
\chi^{\prime}=\chi^{\prime}(s)=\frac{\gamma-\beta s^{2}}{\gamma+\beta}>0 \tag{7.17}
\end{equation*}
$$

under the same assumptions on $x$, we have

$$
\begin{equation*}
T_{s} \geq \chi^{\prime} T_{0} \tag{7.18}
\end{equation*}
$$

Proof. To get (7.16) we combine (7.6) and (7.8) from Lemma 7.2, yielding

$$
r_{0}^{-\alpha}+\xi \alpha T_{s} \leq r_{0}^{-\alpha}+\gamma \alpha\left(T_{0}-T_{s}\right),
$$

where we write $\xi=\xi(s)$ and use the fact that $\left\|x\left(T_{0}\right)\right\|=r_{0}$. This gives

$$
\begin{equation*}
(\xi+\gamma) T_{s} \leq \gamma T_{0} \tag{7.19}
\end{equation*}
$$

and so observing that

$$
\xi+\gamma=\frac{\beta s^{2}-\gamma}{s^{2}+1}+\gamma=(\beta+\gamma) \frac{s^{2}}{s^{2}+1}
$$

we get

$$
T_{s} \leq \frac{\gamma}{\xi+\gamma} T_{0} \leq \frac{\gamma}{\beta+\gamma} \frac{s^{2}+1}{s^{2}} T_{0}
$$

which proves (7.16). The claim regarding $\chi^{\prime}$ is proved analogously: combining the estimates from (7.7) and (7.9) gives

$$
-\xi\left(T_{0}-T_{s}\right) \leq \beta T_{s},
$$

and so

$$
T_{s} \geq \frac{-\xi}{\beta-\xi} T_{0}=\left(\frac{\gamma-\beta s^{2}}{s^{2}+1} /\left(\beta+\frac{\gamma-\beta s^{2}}{s^{2}+1}\right)\right) T_{0}=\frac{\gamma-\beta s^{2}}{\beta+\gamma} T_{0} .
$$

7.2. Tangent vectors near the fixed point. Now let $v(t)$ be a family of tangent vectors that is invariant under the flow - that is, $D \varphi_{\tau}(x(t))(v(t))=$ $v(t+\tau)$. The following standard result governs how $v$ evolves in time; a proof (using different notation) is given in [HS74, §15.2].

Proposition 7.6. Let $\varphi_{t}$ be the flow for a vector field $\mathcal{X}$ on $\mathbb{R}^{n}$. Let $x(t)$ be a solution to $\dot{x}=\mathcal{X}(x)$, and let $v(t) \subset T_{x(t)} M$ be a $D \varphi$-invariant family of tangent vectors. Then

$$
\begin{equation*}
\dot{v}(t)=\left(\mathcal{L}_{v(t)} \mathcal{X}\right)(x(t)), \tag{7.20}
\end{equation*}
$$

where $\mathcal{L}_{v}$ is the Lie derivative in the direction of $v$ - that is, $\mathcal{L}_{v} \mathcal{X}(x)=$ $(D \mathcal{X}(x)) v$.

For the vector field $\mathcal{X}(x)=\|x\|^{\alpha} A x$, we have

$$
\begin{align*}
\mathcal{L}_{v} \mathcal{X}(x) & =\left\langle v, \nabla\|x\|^{\alpha}\right\rangle A x+\|x\|^{\alpha} A v \\
& =\alpha\|x\|^{\alpha-2}\langle v, x\rangle A x+\|x\|^{\alpha} A v  \tag{7.21}\\
& =\|x\|^{\alpha}(\alpha\langle v, \hat{x}\rangle A \hat{x}+A v),
\end{align*}
$$

where $\hat{x}=x /\|x\|$. Write $v=v_{u}+v_{s}$ and let $\rho(t)$ be the positive angle between $v(t)$ and $E^{u}$, so that $\tan \rho(t)=\left\|v_{s}(t)\right\| /\left\|v_{u}(t)\right\|$.

Lemma 7.7. For $t \in\left[0, T_{0}\right]$, if $\tan \rho \leq 1$, then

$$
\begin{equation*}
(\tan \rho)^{\prime} \leq-\lambda\|x\|^{\alpha} \tan \rho+\alpha \lambda\|x\|^{\alpha} \frac{\tan \theta}{1+\tan ^{2} \theta} . \tag{7.22}
\end{equation*}
$$

Proof. It suffices to consider the case when $\|v\|=1$. Observe that

$$
\begin{aligned}
\left\|v_{u}\right\|^{\prime} & =\left\langle\frac{v_{u}}{\left\|v_{u}\right\|}, \dot{v}_{u}\right\rangle=\left\|v_{u}\right\|^{-1}\left\langle v_{u}, \alpha\|x\|^{\alpha-2}\langle v, x\rangle A x_{u}+\|x\|^{\alpha} A v_{u}\right\rangle \\
& =\gamma\|x\|^{\alpha} \cos \rho+\gamma \alpha\|x\|^{\alpha}\langle v, \hat{x}\rangle \cos \theta,
\end{aligned}
$$

since $E^{u}$ is one-dimensional. Writing $\phi_{s}$ for the angle between $v_{s}$ and $x_{s}$, a similar computation gives

$$
\left\|v_{s}\right\|^{\prime}=-\beta\|x\|^{\alpha} \sin \rho-\beta \alpha\|x\|^{\alpha}\langle v, \hat{x}\rangle \cos \phi_{s} \sin \theta .
$$

Let $q_{s}=\cos \phi_{s} \in[-1,1]$. Now

$$
\begin{align*}
& (\tan \rho)^{\prime}=\left(\frac{\left\|v_{s}\right\|}{\left\|v_{u}\right\|}\right)^{\prime}=\frac{1}{\cos ^{2} \rho}\left(\cos \rho\left\|v_{s}\right\|^{\prime}-\sin \rho\left\|v_{u}\right\|^{\prime}\right) \\
& \quad=-(\beta+\gamma)\|x\|^{\alpha} \tan \rho-\frac{\cos \theta}{\cos \rho} \alpha\|x\|^{\alpha}\langle v, \hat{x}\rangle\left(\beta q_{s} \tan \theta+\gamma \tan \rho\right)  \tag{7.23}\\
& =-\lambda\|x\|^{\alpha} \tan \rho-\frac{\alpha\|x\|^{\alpha}\left(1+q_{s} \tan \rho \tan \theta\right)\left(\beta q_{s} \tan \theta+\gamma \tan \rho\right)}{1+\tan ^{2} \theta} .
\end{align*}
$$

The numerator in the final term is equal to

$$
\alpha\|x\|^{\alpha}\left(\tan \rho\left(\gamma+q_{s}^{2} \beta \tan ^{2} \theta\right)+q_{s}\left(\gamma \tan ^{2} \rho+\beta\right) \tan \theta\right),
$$

and since $\tan \theta>0, \tan \rho \in[0,1]$, and $q_{s} \geq-1$, this is bounded below by $-\alpha \lambda\|x\|^{\alpha} \tan \theta$. The result follows.

Lemma 7.7 establishes the existence of an invariant cone family $K^{u}$ by observing that since $r /\left(1+r^{2}\right) \leq 1 / 2$ for all $r \in \mathbb{R}$, the cone defined by $\tan \rho \leq \alpha / 2$ is invariant. This proves the half of (C1) involving $K^{u}(x)$. For the condition on $K^{s}(x)$ in ( $\mathbf{C 1}$ ), it suffices to observe that (7.23) can be converted into an analogous expression for $(\cot \rho)^{\prime}$, and then similar estimates to those above give

$$
\begin{equation*}
(\cot \rho)^{\prime} \geq \lambda\|x\|^{\alpha} \cot \rho-\alpha \lambda\|x\|^{\alpha} \frac{\tan \theta}{1+\tan ^{2} \theta} \tag{7.24}
\end{equation*}
$$

whenever $\cot \rho \leq 1$, so that in particular the cone defined by $\cot \rho \leq \alpha / 2$ is backwards-invariant.

In what follows, we will carry out all of our estimates for $v \in K^{u}(x)$, so that in particular

$$
\begin{equation*}
\tan \rho \leq \frac{\alpha}{2}<\frac{1}{2} . \tag{7.25}
\end{equation*}
$$

The following estimates all have analogues for $v \in K^{s}(x)$, and we will mention these when necessary.

To establish the expansion properties in (C2) and (C3), we will need more careful estimates of $\tan \rho$ than (7.25) gives. As in the previous section, let $T_{1} \in\left[0, T_{0}\right]$ be such that $\tan \theta\left(x\left(T_{1}\right)\right)=1$; our estimate will show that $\rho(t)$ is smaller the further away $t$ is from 0 and $T_{1}$.

Lemma 7.8. With $x(t)$ and $v(t)$ as above, we have the following bounds:

$$
\tan \rho(t) \leq \begin{cases}\left(\tan \rho_{0}\right) e^{-J(0, t)}+\frac{\alpha}{2} e^{-J\left(t, T_{1}\right)} & t \in\left[0, T_{1}\right] \\ \left(\tan \rho\left(T_{1}\right)+\alpha J\left(T_{1}, t\right)\right) e^{-J\left(T_{1}, t\right)} & t \in\left[T_{1}, T_{0}\right]\end{cases}
$$

Proof. Observe that if only the first half of the right hand side of (7.22) was present, then $e^{J\left(t_{0}, t\right)} \tan \rho$ would be non-increasing for any $t_{0}$. Thus to estimate $\tan \rho$, we differentiate this quantity and see how much it may increase.

Since $\tan \theta>0$ we have $\frac{\tan \theta}{1+\tan ^{2} \theta} \leq \min \left(\frac{1}{\tan \theta}, \tan \theta\right)$ - we will use the first bound on $\left[0, T_{1}\right]$ and the second on $\left[T_{1}, T_{0}\right]$. On the first interval, we obtain

$$
\begin{aligned}
& \left(e^{J(0, t)} \tan \rho\right)^{\prime} \leq \alpha \lambda e^{J(0, t)}\|x\|^{\alpha}(\tan \theta)^{-1} \\
& \quad=\alpha \lambda e^{J\left(0, T_{1}\right)}\|x\|^{\alpha} e^{-2 J\left(t, T_{1}\right)}=\frac{\alpha}{2} e^{J\left(0, T_{1}\right)}\left(e^{-2 J\left(t, T_{1}\right)}\right)^{\prime},
\end{aligned}
$$

and hence,

$$
e^{J(0, t)} \tan \rho(t) \leq \tan \rho_{0}+\frac{\alpha}{2} e^{J\left(0, T_{1}\right)}\left(e^{-2 J\left(t, T_{1}\right)}-e^{-2 J\left(0, T_{1}\right)}\right) .
$$

This yields the estimate

$$
\begin{align*}
\tan \rho(t) & \leq\left(\tan \rho_{0}\right) e^{-J(0, t)}+\frac{\alpha}{2} e^{J\left(t, T_{1}\right)}\left(e^{-2 J\left(t, T_{1}\right)}-e^{-2 J\left(0, T_{1}\right)}\right) \\
& =\left(\tan \rho_{0}\right) e^{-J(0, t)}+\frac{\alpha}{2}\left(e^{-J\left(t, T_{1}\right)}-e^{-\left(J\left(0, T_{1}\right)+J(0, t)\right)}\right), \tag{7.26}
\end{align*}
$$

which proves the first half of the lemma.
On $\left[T_{1}, T_{0}\right]$, we use the bound $\frac{\tan \theta}{1+\tan ^{2} \theta} \leq \tan \theta$, and so

$$
\left(e^{J\left(T_{1}, t\right)} \tan \rho\right)^{\prime} \leq \alpha \lambda e^{J\left(T_{1}, t\right)}\|x\|^{\alpha} \tan \theta=\alpha \lambda\|x\|^{\alpha},
$$

which gives

$$
e^{J\left(T_{1}, t\right)} \tan \rho(t) \leq \tan \rho\left(T_{1}\right)+\alpha J\left(T_{1}, t\right)
$$

and completes the proof of the lemma.
The following consequence of Lemma 7.8 is crucial to many of our later estimates. Here and in the remainder of the proof we use a number of constants denoted $Q_{i}$, which will not always be explicitly introduced. The first appearance of such a constant should be understood to mean that there is some value of this constant, independent of the choice of trajectory or of the time $t$, for which the next statement is true.

Corollary 7.9. There is $Q_{0} \in \mathbb{R}$ such that $\int_{t_{1}}^{t_{2}}\|x\|^{\alpha} \tan \rho d t \leq Q_{0}$ for every choice of $x, v$, and $t_{1}, t_{2} \in\left[0, T_{0}\right]$.

Proof. Using Lemma 7.8 , observe that on $\left[0, T_{1}\right]$ we have

$$
\begin{aligned}
\lambda\|x\|^{\alpha} \tan \rho & \leq \lambda \tan \rho_{0}\|x\|^{\alpha} e^{-J(0, t)}+\frac{\alpha}{2} \lambda\|x\|^{\alpha} e^{-J\left(t, T_{1}\right)} \\
& =-\tan \rho_{0}\left(e^{-J(0, t)}\right)^{\prime}+\frac{\alpha}{2}\left(e^{-J\left(t, T_{1}\right)}\right)^{\prime},
\end{aligned}
$$

whence

$$
\begin{equation*}
\int_{0}^{T_{1}}\|x\|^{\alpha} \tan \rho d t \leq \frac{1}{\lambda}\left(\tan \rho_{0}+\frac{\alpha}{2}\right)\left(1-e^{-J\left(0, T_{1}\right)}\right) \tag{7.27}
\end{equation*}
$$

Similarly, on $\left[T_{1}, T_{0}\right]$ we see that since $\tan \rho\left(T_{1}\right) \leq \alpha / 2$, we have

$$
\begin{aligned}
\lambda\|x\|^{\alpha} \tan \rho & \leq \alpha \lambda\|x\|^{\alpha}\left(\frac{1}{2}+J\left(T_{1}, t\right)\right) e^{-J\left(T_{1}, t\right)} \\
& =\alpha\left(-\left(\frac{3}{2}+J\left(T_{1}, t\right)\right) e^{-J\left(T_{1}, t\right)}\right)^{\prime},
\end{aligned}
$$

and so

$$
\begin{equation*}
\int_{T_{1}}^{T_{0}}\|x\|^{\alpha} \tan \rho d t \leq \frac{3 \alpha}{2 \lambda} \tag{7.28}
\end{equation*}
$$

The result follows since the integrand is non-negative.
7.3. Expansion near the fixed point. To estimate the expansion in the unstable cone along a trajectory, we observe that by Proposition 7.6, we have

$$
\begin{equation*}
\log \left(\frac{\left\|D \varphi_{t}(x)(v)\right\|}{\|v\|}\right)=\int_{0}^{t}\left\langle\hat{v}, \mathcal{L}_{\hat{v}} \mathcal{X}\right\rangle d \tau \tag{7.29}
\end{equation*}
$$

where $\hat{v}(\tau)=v(\tau) /\|v(\tau)\|$. To make the calculations simpler we drop the hat and just assume $\|v\|=1$. Then recalling (7.21),

$$
\begin{equation*}
\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle=\|x\|^{\alpha}(\alpha\langle v, \hat{x}\rangle\langle v, A \hat{x}\rangle+\langle v, A v\rangle) . \tag{7.30}
\end{equation*}
$$

We estimate the first term by observing that

$$
\begin{aligned}
\langle v, \hat{x}\rangle\langle v, A \hat{x}\rangle & =\left(\cos \rho \cos \theta+q_{s} \sin \rho \sin \theta\right)\left(\gamma \cos \rho \cos \theta-\beta q_{s} \sin \rho \sin \theta\right) \\
& =\gamma \cos ^{2} \rho \cos ^{2} \theta-\ell(x, v),
\end{aligned}
$$

where the final term is

$$
\begin{equation*}
\ell(x, v)=q_{s}(\beta-\gamma) \sin \rho \sin \theta \cos \rho \cos \theta+q_{s}^{2} \beta \sin ^{2} \rho \sin ^{2} \theta \tag{7.31}
\end{equation*}
$$

Remark 7.10. In the case $\gamma=\beta$, the above yields

$$
\begin{aligned}
\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle & =\|x\|^{\alpha}\left(\alpha \gamma\left(\cos ^{2} \rho \cos ^{2} \theta-q_{s}^{2} \sin ^{2} \rho \sin ^{2} \theta\right)+\gamma\left(\cos ^{2} \rho-\sin ^{2} \rho\right)\right) \\
& \geq \gamma\|x\|^{\alpha}\left(1-(2+\alpha) \sin ^{2} \rho\right) \geq 0
\end{aligned}
$$

using the fact that $\tan \rho \leq \frac{1}{2}$ and hence $\sin ^{2} \rho \leq \frac{1}{5}$. Thus the unstable cone $K^{u}(x)$ never contains any contracting vectors. This is the case for the original Katok map. In our case contraction may nevertheless occur when $\beta \neq \gamma$; however, we argue below that the total contraction along a trajectory making a single trip through $Y$ is uniformly bounded.

We see from (7.31) that there exists $Q_{1}>0$ such that $|\ell(x, \rho)| \leq Q_{1} \tan \rho$. Using this in (7.30) together with the observation that

$$
\langle v, A v\rangle=\gamma \cos ^{2} \rho-\beta \sin ^{2} \rho=\gamma-\lambda \sin ^{2} \rho,
$$

we obtain

$$
\begin{equation*}
\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle \geq\|x\|^{\alpha}\left(\gamma\left(1+\alpha \cos ^{2} \rho \cos ^{2} \theta\right)-Q_{2} \tan \rho\right) \tag{7.32}
\end{equation*}
$$

for some constant $Q_{2}>0$. By Corollary 7.9, the contribution of the final term is uniformly bounded over all trajectories. Together with (7.29), this shows that there is $Q_{3}>0$ such that

$$
\begin{equation*}
\log \left(\frac{\left\|D \varphi_{t}(x)(v)\right\|}{\|v\|}\right) \geq-Q_{3}+\gamma \int_{0}^{t}\|x\|^{\alpha}\left(1+\alpha \cos ^{2} \rho \cos ^{2} \theta\right) d \tau . \tag{7.33}
\end{equation*}
$$

for every $x$ and $t$ such that the trajectory of $x$ stays in $Z$ from time 0 to time $t$. We can use (7.33) to verify (C3). Write $\lambda_{-}^{u}(x)=\min \left(\lambda^{u}(x), 0\right)$ and $\lambda_{+}^{s}(x)=\max \left(\lambda^{s}(x), 0\right)$. Then (7.33) implies that

$$
\begin{equation*}
\sum_{j=k}^{\tau(x)} \lambda_{-}^{u}\left(g^{j}(x)\right) \geq-Q_{3} \tag{7.34}
\end{equation*}
$$

for every $x$ and every $0 \leq k \leq \tau(x)$. Just as in (7.24), an analogous bound to (7.33) holds for vectors $v$ in the stable cone, and we get

$$
\begin{equation*}
\sum_{j=k}^{\tau(x)} \lambda_{+}^{s}\left(g^{j}(x)\right) \leq Q_{3} . \tag{7.35}
\end{equation*}
$$

This immediately implies the second inequality in (C3), and for the first we observe that $\Delta(x) \leq \lambda_{+}^{s}(x)-\lambda_{-}^{u}(x)$, so (7.34) and (7.35) give

$$
\sum_{j=k}^{\tau(x)}\left(\lambda^{u}-\Delta\right)\left(g^{j}(x)\right) \geq \sum_{j=k}^{\tau(x)}\left(2 \lambda_{-}^{u}\left(g^{j}(x)\right)-\lambda_{+}^{s}\left(g^{j}(x)\right)\right) \geq-Q_{3},
$$

which is enough to establish (C3).
Now we turn our attention to (C2), which once again requires us to control expansion along $W$, and by (7.33) we see that it is important to control $\int \gamma\|x\|^{\alpha} d \tau$. This can be done using Lemma 7.2. Given a trajectory that escapes $Y$ at time $T_{0}$, we have

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}} \gamma\|x(t)\|^{\alpha} d t \geq \int_{t_{1}}^{t_{2}} \gamma\left(r_{0}^{-\alpha}+\gamma \alpha\left(T_{0}-t\right)\right)^{-1} d t  \tag{7.36}\\
& \quad=-\left.\frac{1}{\alpha} \log \left(r_{0}^{-\alpha}+\gamma \alpha\left(T_{0}-t\right)\right)\right|_{t_{1}} ^{t_{2}}=\frac{1}{\alpha} \log \left(\frac{1+r_{0}^{\alpha} \gamma \alpha\left(T_{0}-t_{1}\right)}{1+r_{0}^{\alpha} \gamma \alpha\left(T_{0}-t_{2}\right)}\right)
\end{align*}
$$

In the next section we will frequently use this in the form

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle d t \geq \int_{t_{1}}^{t_{2}} \gamma\|x\|^{\alpha} d t \geq-Q_{4}+\frac{1}{\alpha} \log \left(\frac{T-t_{1}}{T-t_{2}}\right) \tag{7.37}
\end{equation*}
$$

where $T=T_{0}+1$ and $0 \leq t_{1}<t_{2} \leq T-1$, and $Q_{4}$ is a constant independent of the trajectory. For the time being, we establish a stronger expansion bound that can be used when $x\left(t_{2}\right)$ has escaped $Y$.

Let $s>\sqrt{\gamma / \beta}$, so $\chi=\chi(s)$ from (7.15) in Lemma 7.5 is less than 1 . Given $x \in Y$ whose trajectory escapes $Y$ at time $T_{0}$, we put $t_{0}=\max \left(0, T_{s}\right)$
and observe that by Corollary 7.9 and Lemma 7.4, we have

$$
\begin{equation*}
\int_{t_{0}}^{T_{0}}\|x\|^{\alpha} \tan \rho d t \leq Q_{0}, \quad \int_{t_{0}}^{T_{0}}\|x\|^{\alpha} \tan \theta d t \leq \frac{s}{\lambda} \tag{7.38}
\end{equation*}
$$

Moreover, Lemma 7.5 gives

$$
\begin{equation*}
T_{0}-t_{0} \geq(1-\chi) T_{0} \tag{7.39}
\end{equation*}
$$

Now we can use (7.33) to write

$$
\begin{align*}
\log \left(\frac{\left\|D \varphi_{T_{0}}(x)(v)\right\|}{\|v\|}\right) & \geq-Q_{3}+\gamma(1+\alpha) \int_{t_{0}}^{T_{0}}\|x\|^{\alpha} d \tau  \tag{7.40}\\
& -\gamma \int_{t_{0}}^{T_{0}}\|x\|^{\alpha}\left(\sin ^{2} \theta+\sin ^{2} \rho+\sin ^{2} \theta \sin ^{2} \rho\right) d \tau
\end{align*}
$$

for every $v \in K^{u}(x)$. By (7.25) and the fact that $t \geq T_{s}$, the integrand on the second line is bounded above by $\|x\|^{\alpha}(\tan \theta+2 \tan \rho)$. Thus by (7.38), there is a constant $Q_{5}$ such that

$$
\begin{equation*}
\log \left(\frac{\left\|D \varphi_{T_{0}}(x)(v)\right\|}{\|v\|}\right) \geq-Q_{5}+\gamma(1+\alpha) \int_{t_{0}}^{T_{0}}\|x\|^{\alpha} d \tau \tag{7.41}
\end{equation*}
$$

Using (7.36) gives

$$
\begin{equation*}
\log \left(\frac{\left\|D \varphi_{T_{0}}(x)(v)\right\|}{\|v\|}\right) \geq-Q_{5}+\left(1+\frac{1}{\alpha}\right) \log \left(1+r_{0}^{\alpha} \gamma \alpha\left(T_{0}-t_{0}\right)\right) . \tag{7.42}
\end{equation*}
$$

Together with (7.39) and the fact that $1-\chi>0$, this shows that $m_{W}(W(t))$ is bounded above by a constant multiple of $t^{-\left(1+\frac{1}{\alpha}\right)}$, establishing (C2)(i).
7.4. Bounded distortion near the fixed point. To show (C2)(ii) and (iii), we need to study two nearby trajectories on the same admissible manifold. Fix $W \in \tilde{\mathcal{A}}$ such that $g(W) \cap Y \neq 0$, and let $x, y \in W_{j}$ for some $j$, where we fix an admissible decomposition as before. Let $T_{0}=\tau_{j}$ and let $T=T_{0}+1$. Write $\bar{x}=\bar{G}(x)$ and $\bar{y}=\bar{G}(y)$, and note that by (7.41) we have

$$
\begin{equation*}
d(x(t), y(t)) \leq Q_{6}(T-t)^{-\left(1+\frac{1}{\alpha}\right)} d(\bar{x}, \bar{y}) . \tag{7.43}
\end{equation*}
$$

Let $v(0)$ and $w(0)$ be unit tangent vectors to $W$ at $x(0)$ and $y(0)$, respectively. Set $v(t)=D \varphi_{t}(x(0))(v(0))$, and similarly for $w(t)$. We will write $\Delta v=v-w$, and similarly for other quantities. Recall that we write $\hat{v}=v /\|v\|$, and similarly for $w, x, y$, etc.

Let $\eta(t)=\|\Delta \hat{v}(t)\|=\|\hat{v}(t)-\hat{w}(t)\|$. Most of our work in this section will be to estimate this quantity.

Lemma 7.11. Writing $z=\widehat{\Delta v}=\Delta v /\|\Delta v\|$, the quantity $\eta$ satisfies

$$
\begin{align*}
\eta^{\prime} & =-\left(\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle+\left\langle w, \mathcal{L}_{w} \mathcal{X}\right\rangle\right) \eta+\left\langle z, \Delta \mathcal{L}_{v} \mathcal{X}\right\rangle \\
& \leq-a(t) \eta(t)+c(t), \tag{7.44}
\end{align*}
$$

where

$$
\begin{align*}
a(t) & =\left(\gamma-Q_{7} \tan \rho\right)\|x\|^{\alpha}, \\
c(t) & =Q_{8}(T-t)^{-2} d(\bar{x}, \bar{y}) . \tag{7.45}
\end{align*}
$$

Proof. Note that

$$
\eta^{2}=\langle\hat{v}-\hat{w}, \hat{v}-\hat{w}\rangle=2(1-\langle\hat{v}, \hat{w}\rangle),
$$

so writing $\zeta=1-\langle\hat{v}, \hat{w}\rangle$, we have

$$
\begin{equation*}
\eta \eta^{\prime}=\zeta^{\prime}=-\left\langle(\hat{v})^{\prime}, \hat{w}\right\rangle-\left\langle\hat{v},(\hat{w})^{\prime}\right\rangle . \tag{7.46}
\end{equation*}
$$

Differentiating the unit tangent vector $\hat{v}$ gives

$$
(\hat{v})^{\prime}=\left(\frac{v}{\|v\|}\right)^{\prime}=\frac{\|v\| v^{\prime}-v\left\langle v^{\prime}, \hat{v}\right\rangle}{\|v\|^{2}}=\frac{v^{\prime}-\hat{v}\left\langle v^{\prime}, \hat{v}\right\rangle}{\|v\|}=\mathcal{L}_{\hat{v}} \mathcal{X}-\left\langle\mathcal{L}_{\hat{v}} \mathcal{X}, \hat{v}\right\rangle \hat{v},
$$

where the last equality uses Proposition 7.6 together with linearity of the Lie derivative in $v$. Thus (7.46) yields

$$
\zeta^{\prime}=-\left\langle\mathcal{L}_{\hat{v}} \mathcal{X}-\left\langle\mathcal{L}_{\hat{v}} \mathcal{X}, \hat{v}\right\rangle \hat{v}, \hat{w}\right\rangle-\left\langle\hat{v}, \mathcal{L}_{\hat{w}} \mathcal{X}-\left\langle\mathcal{L}_{\hat{w}} \mathcal{X}, \hat{w}\right\rangle \hat{w}\right\rangle .
$$

Since the right-hand side involves no derivatives we may safely simplify the notation by considering a fixed time $t$ and assuming that $v(t), w(t)$ are normalized so that $\hat{v}=v$ and $\hat{w}=w$. Then we have

$$
\begin{align*}
\zeta^{\prime} & =\left\langle\mathcal{L}_{v} \mathcal{X}, v\right\rangle\langle v, w\rangle-\left\langle\mathcal{L}_{v} \mathcal{X}, w\right\rangle+\left\langle\mathcal{L}_{w} \mathcal{X}, w\right\rangle\langle v, w\rangle-\left\langle v, \mathcal{L}_{w} \mathcal{X}\right\rangle \\
& =\left(\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle+\left\langle w, \mathcal{L}_{w} \mathcal{X}\right\rangle\right)(1-\zeta)-\left\langle w, \mathcal{L}_{v} \mathcal{X}\right\rangle-\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle  \tag{7.47}\\
& =-\left(\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle+\left\langle w, \mathcal{L}_{w} \mathcal{X}\right\rangle\right) \zeta+\left\langle\Delta v, \Delta \mathcal{L}_{v} \mathcal{X}\right\rangle .
\end{align*}
$$

Dividing by $\eta$ yields the first half of (7.44). Now we observe that (7.21) gives

$$
\begin{align*}
& \Delta \mathcal{L}_{v} \mathcal{X}=\Delta\left(\|x\|^{\alpha}(\alpha\langle v, \hat{x}\rangle A \hat{x}+A v)\right) \\
& \quad=\Delta\left(\|x\|^{\alpha}\right)(\alpha\langle v, \hat{x}\rangle A \hat{x}+A v)  \tag{7.48}\\
& \quad+\|y\|^{\alpha}(\alpha\langle\Delta v, \hat{x}\rangle A \hat{x}+\alpha\langle w, \Delta \hat{x}\rangle A \hat{x}+\alpha\langle w, \hat{y}\rangle A(\Delta \hat{x})+A \Delta v) .
\end{align*}
$$

We start by bounding the first and the last terms in the last line. Let $\rho(t)$ be as in the previous section, so that $v, w$ are both within $\rho$ of $E^{u}$. It follows that $\measuredangle\left(\Delta v, E^{s}\right) \leq \rho$. Write $z=\widehat{\Delta v}=z_{u}+z_{s}$, where $z_{u, s} \in E^{u, s}$. Decomposing $\hat{x}$ as $\hat{x}=x_{u}+x_{s}$ and using $A=-\beta \operatorname{Id}_{u}+\gamma \operatorname{Id}_{s}$, we have

$$
\begin{aligned}
\langle z, \hat{x}\rangle\langle\Delta v, A \hat{x}\rangle & =\eta\left(z_{u} x_{u}+\left\langle z_{s}, x_{s}\right\rangle\right)\left(\gamma z_{u} x_{u}-\beta\left\langle z_{s}, x_{s}\right\rangle\right) \\
& \leq Q_{9} \eta\left|z_{u}\right| \leq Q_{9} \eta \tan \rho,
\end{aligned}
$$

and similarly,

$$
\langle z, A \Delta v\rangle=\eta\left(\gamma z_{u}^{2}-\beta\left\|z_{s}\right\|^{2}\right) \leq \gamma \eta \tan \rho,
$$

so that using the first half of (7.44) together with (7.48) and the estimate (7.32) on $\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle$, we have

$$
\begin{equation*}
\eta^{\prime} \leq a(t) \eta+b(t) \tag{7.49}
\end{equation*}
$$

where

$$
\begin{align*}
b(t)=\Delta & \left(\|x\|^{\alpha}\right)(\alpha\langle v, \hat{x}\rangle\langle z, A \hat{x}\rangle+\langle z, A v\rangle)  \tag{7.50}\\
& +\alpha\|y\|^{\alpha}(\langle w, \Delta \hat{x}\rangle\langle z, A \hat{x}\rangle+\langle w, \hat{y}\rangle\langle z, A(\Delta \hat{x})\rangle) .
\end{align*}
$$

Lemma 7.12. There are constants $Q_{10}, Q_{8}$ such that

$$
\begin{aligned}
\|\Delta \hat{x}\| & \leq Q_{10}(T-t)^{-1} d(\bar{x}, \bar{y}) \\
\Delta\left(\|x\|^{\alpha}\right) & \leq Q_{8}(T-t)^{-2} d(\bar{x}, \bar{y})
\end{aligned}
$$

Proof. Using (7.6) gives

$$
\begin{equation*}
\|x(t)\| \geq r_{0}\left(1+r_{0}^{\alpha} \gamma \alpha\left(T_{0}-t\right)\right)^{-\frac{1}{\alpha}} \tag{7.51}
\end{equation*}
$$

and (7.41) gives

$$
\begin{equation*}
\|\Delta x\| \leq Q_{12}\left(1+r_{0}^{\alpha} \gamma \alpha \chi\left(T_{0}-t\right)\right)^{-\left(1+\frac{1}{\alpha}\right)} d(\bar{x}, \bar{y}) \tag{7.52}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\|\Delta \hat{x}\| & \leq \frac{\|\Delta x\|}{\|x\|} \leq Q_{12}\left(1+r_{0}^{\alpha} \gamma \alpha \chi\left(T_{0}-t\right)\right)^{-\left(1+\frac{1}{\alpha}\right)}\left(1+r_{0}^{\alpha} \gamma \alpha\left(T_{0}-t\right)\right)^{\frac{1}{\alpha}} d(\bar{x}, \bar{y}) \\
& \leq Q_{10}\left(1+\left(T_{0}-t\right)\right)^{-\left(1+\frac{1}{\alpha}\right)}\left(1+\left(T_{0}-t\right)\right)^{\frac{1}{\alpha}} d(\bar{x}, \bar{y})
\end{aligned}
$$

which proves the first half. Similarly,

$$
\Delta\left(\|x\|^{\alpha}\right) \leq \alpha\|\Delta x\| \min (\|x\|,\|y\|)^{\alpha-1}
$$

establishes the second half and completes the proof of Lemma 7.12.
We can now complete the proof of Lemma 7.11. It suffices to apply Lemma 7.12 to (7.50) and use this estimate in the first half of (7.44), which yields the estimate in the second half of (7.44) and (7.45).

To estimate the value of $\eta(t)$ using Lemma 7.11, we let $I\left(t_{1}, t_{2}\right)=\int_{t_{1}}^{t_{2}} a(t) d t$, where $a(t)$ is as in (7.45). Then Lemma 7.11 gives

$$
\left(e^{I(0, t)} \eta\right)^{\prime}=e^{I(0, t)}\left(a(t) \eta+\eta^{\prime}\right) \leq e^{I(0, t)} c(t)
$$

integrating, we obtain

$$
e^{I(0, t)} \eta(t) \leq \eta(0)+\int_{0}^{t} c(s) e^{I(0, s)} d s
$$

Solving for $\eta(t)$, we have

$$
\begin{equation*}
\eta(t) \leq \eta(0) e^{-I(0, t)}+\int_{0}^{t} c(s) e^{-I(s, t)} d s \tag{7.53}
\end{equation*}
$$

Now we use (7.37) and Corollary 7.9 to get

$$
\eta(t) \leq \eta(0) e^{-Q_{4}}\left(\frac{T-t}{T}\right)^{\frac{1}{\alpha}}+\int_{0}^{t} Q_{8}(T-s)^{-2} d(\bar{x}, \bar{y}) e^{-Q_{4}}\left(\frac{T-t}{T-s}\right)^{\frac{1}{\alpha}} d s
$$

and note that the integral is bounded above by

$$
\left.Q_{13}(T-t)^{\frac{1}{\alpha}} d(\bar{x}, \bar{y})(T-s)^{-\left(1+\frac{1}{\alpha}\right)}\right|_{0} ^{t} \leq Q_{13}(T-t)^{-1} d(\bar{x}, \bar{y})
$$

Thus we have

$$
\begin{equation*}
\eta(t) \leq Q_{13}\left(\eta(0)\left(1-\frac{t}{T}\right)^{\frac{1}{\alpha}}+(T-t)^{-1} d(\bar{x}, \bar{y})\right) \tag{7.54}
\end{equation*}
$$

Now since $x, y \in W$ for some $W \in \mathcal{A}$, the Hölder property of $T W$ guarantees that

$$
\eta(0)=\|\Delta v(0)\| \leq L d(x, y)^{\alpha} \leq L Q_{6}^{\alpha} T^{-(\alpha+1)} d(\bar{x}, \bar{y})^{\alpha}
$$

where the second inequality uses (7.43). We conclude that

$$
\begin{equation*}
\|\Delta v(t)\| \leq Q_{14}\left(T^{-(\alpha+1)}\left(1-\frac{t}{T}\right)^{\frac{1}{\alpha}}+(T-t)^{-1}\right) d(\bar{x}, \bar{y})^{\alpha} \tag{7.55}
\end{equation*}
$$

In particular, by choosing $r_{1} / r_{0}$ sufficiently large, we guarantee that $\bar{G}\left(W_{j}\right)$ has Hölder curvature bounded by $L$, which establishes (C2)(ii).

It only remains to get the bounded distortion estimates. For this we observe that

$$
\begin{align*}
\left|\Delta\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right| \leq & \left|\left\langle\Delta v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right|+\left|\left\langle v, \Delta \mathcal{L}_{v} \mathcal{X}\right\rangle\right| \\
\leq & Q_{15}\|\Delta v\|\|x\|^{\alpha}+\Delta\left(\|x\|^{\alpha}\right)(\alpha\langle v, \hat{x}\rangle\langle v, A \hat{x}\rangle+\langle v, A v\rangle) \\
& \quad+\alpha\|y\|^{\alpha}(\langle w, \Delta \hat{x}\rangle\langle v, A \hat{x}\rangle+\langle w, \hat{y}\rangle\langle v, A(\Delta \hat{x})\rangle)  \tag{7.56}\\
\leq & Q_{15}\|\Delta v\|\|x\|^{\alpha}+Q_{16}\left(\Delta\left(\|x\|^{\alpha}\right)+\|y\|^{\alpha}\|\Delta \hat{x}\|\right)
\end{align*}
$$

where the second inequality uses (7.48). Fix $\kappa \in(0,1)$ and let $\beta^{\prime}, \gamma^{\prime}$ be as in Proposition 7.3, so that we have

$$
\begin{array}{ll}
\|x\|^{\alpha},\|y\|^{\alpha} \leq\left(r_{0}^{-\alpha}+\alpha \beta^{\prime} t\right)^{-1} & \text { for all } t \in[0, \kappa T] \\
\|x\|^{\alpha},\|y\|^{\alpha} \leq\left(r_{0}^{-\alpha}+\alpha \gamma^{\prime}(T-t)\right)^{-1} & \text { for all } t \in[\kappa T, T] \tag{7.57}
\end{array}
$$

Now we use (7.55), (7.57), and Lemma 7.12 to show that the total distortion $\left|\Delta \int_{0}^{T}\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle d t\right|$ is uniformly bounded independently of the trajectory $x$ and its length $T$. To this end, it suffices to obtain a uniform bound for the integral $\int_{1}^{T-1}\left|\Delta\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right| d t$. On $[1, T-1]$, (7.55) gives

$$
\|\Delta v(t)\| \leq Q_{17}(T-t)^{-1} d(\bar{x}, \bar{y})^{\alpha}
$$

and (7.57) yields

$$
\|x\|^{\alpha},\|y\|^{\alpha} \leq \begin{cases}Q_{18} t^{-1} & t \in[1, k T] \\ Q_{18}(T-t)^{-1} & t \in[k T, T-1]\end{cases}
$$

Together with (7.56) and the bounds on $\Delta\left(\|x\|^{\alpha}\right)$ and $\|\Delta \hat{x}\|$ from Lemma 7.12, these show that for every $t \in[1, \kappa T]$, we have

$$
\left|\Delta\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right| \leq Q_{19}(T-t)^{-1} t^{-1} d(\bar{x}, \bar{y})^{\alpha},
$$

while for $t \in[\kappa T, T-1]$, we have

$$
\left|\Delta\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right| \leq Q_{20}(T-t)^{-2} d(\bar{x}, \bar{y})^{\alpha} .
$$

Integrating gives the uniform upper bound

$$
\begin{gathered}
\int_{1}^{T-1} \frac{\left|\Delta\left\langle v, \mathcal{L}_{v} \mathcal{X}\right\rangle\right|}{d(\bar{x}, \bar{y})^{\alpha}} d t \leq \int_{1}^{\kappa T} Q_{19}(T-t)^{-1} t^{-1} d t+\int_{\kappa T}^{T-1} Q_{20}(T-t)^{-2} d t \\
\leq Q_{19}((1-\kappa) T)^{-1} \kappa T+Q_{20} \int_{1}^{\infty} s^{-2} d s=Q_{19} \frac{\kappa}{1-\kappa}+Q_{20}
\end{gathered}
$$

Together with (7.29), this yields

$$
\begin{equation*}
\log \left(\frac{\left\|\left.D \varphi_{T-1}\left(\varphi_{1}(x)\right)\right|_{T_{x} W}\right\|}{\left\|\left.D \varphi_{T-1}\left(\varphi_{1}(y)\right)\right|_{T_{y} W}\right\|}\right) \leq\left(Q_{19} \frac{\kappa}{1-\kappa}+Q_{20}\right) d(\bar{x}, \bar{y})^{\alpha}, \tag{7.58}
\end{equation*}
$$

which gives the desired bounded distortion estimate and completes the proof.
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[^0]:    ${ }^{1}$ In [CP16] these definitions are made for a family of maps $f_{n}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ defined in a neighborhood of the origin; each orbit in $A$ gives such a family by writing $f$ in local coordinates around the points $x, f(x), f^{2}(x), \ldots$.
    ${ }^{2}$ If $f$ is $C^{r}$ for some $r \geq 2$, then we have $\alpha=1$; our techniques do not distinguish between $C^{2}$ maps and $C^{r}$ maps with $r>2$. On the other hand, $\alpha>0$ is essential; our results do not apply to $C^{1}$ maps.

[^1]:    ${ }^{3}$ Because we first take the minimum of $\lambda^{u}$ and $-\lambda^{s}$, and then take a limit, (EH1) also requires a certain amount of contraction in $K^{s}$ and expansion in $K^{u}$ to happen simultaneously. This can be weakened by the introduction of a more technical condition involving effective hyperbolic times; see Condition (EH1') in §4.2.
    ${ }^{4}$ Modulo the simultaneity issue associated to (EH1), which can be addressed as in §4.2, and which also arises in [ABV00].
    ${ }^{5}$ Such manifolds are usually called admissible; the precise definition is not needed for the statement of Theorem B, and will be given in $\S 3$. All we need here is to have $T_{x} W \subset K^{u}(x)$ for 'enough' points $x$.

[^2]:    ${ }^{6}$ Here $\lambda^{s}, \lambda^{u}$ are as in (1.2), using $E^{s, u}$ in place of $K^{s, u}$. Since we can make the cones arbitrarily small, the change in the definition does not affect any of our inequalities.
    ${ }^{7}$ The results there also give criteria for uniqueness of the SRB measure, as well as establishing that almost every point in $S$ is in the basin of some SRB measure; we do not consider these questions here.

[^3]:    ${ }^{8}$ Indeed, continuous everywhere except possibly the boundary of $Z$.
    ${ }^{9}$ For our purposes, it will not matter whether or not $W$ contains its endpoints, since these carry zero weight under $m_{W}$.

[^4]:    ${ }^{10}$ To get effective hyperbolicity as in (EH1), we would need to strengthen condition (C3) and require that $\sum_{j=k}^{\tau(x)} \lambda\left(g^{j} x\right) \geq-C$ for each $k$, which does not automatically follow from (2.2). To avoid verifying this stronger condition, we will replace (EH1) with (EH1') from $\S 4.2$ below and use Theorem 4.2 in place of Theorem B; see Lemmas 6.1 and 6.5.

[^5]:    ${ }^{11}$ This requires a version of the Besicovitch covering lemma; see Lemma 4.6.

[^6]:    ${ }^{12}$ This is comparable to the situation in $[\mathrm{BP} 07, \S 8.6]$, where one can define absolute continuity using either null sets, or densities, or holonomy maps.

[^7]:    ${ }^{13}$ This is distinct from the $L$ that appears in the collection of constants $\mathbf{K}$ and in (4.6), which plays no role in the proof of Lemma 4.3. We use $L$ here for consistency with [CP16].

[^8]:    ${ }^{14}$ The argument that follows could also be given using the simpler Theorem B - that is, using (EH1) instead of $\left(\mathbf{E H} \mathbf{1}^{\prime}\right)$ - but it would require a more restrictive Condition (C3).

