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#### Abstract

We show that a shift space on a finite alphabet with a non-uniform specification property can be modeled by a strongly positive recurrent countable-state Markov shift to which every equilibrium state lifts. In addition to uniqueness of the equilibrium state, this gives strong statistical properties including the Bernoulli property, exponential decay of correlations, central limit theorem, and analyticity of pressure, which are new even for uniform specification. We give applications to shifts of quasi-finite type, synchronised and coded shifts, and factors of $\beta$-shifts and $S$-gap shifts.


## 1. Introduction

1.1. Main results. Let $f: X \rightarrow X$ be a continuous map on a compact metric space, and let $\varphi: X \rightarrow \mathbb{R}$ be continuous. The topological pressure is $P(\varphi):=\sup \left\{h(\mu)+\int \varphi d \mu\right\}$, where $h(\mu)$ is Kolmogorov-Sinai entropy and the supremum is taken over $f$-invariant Borel probability measures. A measure achieving the supremum is called an equilibrium state for $(X, f, \varphi)$. Existence, uniqueness, and statistical properties of equilibrium states have consequences for many areas of dynamics and geometry, such as distribution of closed geodesics Bow72, Kni98; physical measures for smooth maps Rue76; entropy rigidity for geodesic flow Kat82; large deviations Kif90; multifractal analysis BSS02; the WeilPetersson metric [McM08]; Teichmüller flow [BG11]; phase transitions and quasicrystals [BL13]; representation theory BCLS15]; and diffusion along periodic surfaces AHS16.

Here we study symbolic dynamics. Given a finite set $A$ (the alphabet), the set $A^{\mathbb{Z}}$ of bi-infinite sequences is compact in the metric $d(x, y)=e^{-\min \left\{|k|: x_{k} \neq y_{k}\right\}}$, and the shift map $\sigma: A^{\mathbb{Z}} \rightarrow A^{\mathbb{Z}}$ defined by $(\sigma x)_{k}=x_{k+1}$ is continuous. A two-sided shift space on $A$ is a closed set $X \subset A^{\mathbb{Z}}$ with $\sigma(X)=X$. Replacing $A^{\mathbb{Z}}$ with $A^{\mathbb{N} \cup\{0\}}$ gives a one-sided shift space; we will work with both one- and two-sided shifts. A word is a finite sequence of symbols $w \in A^{*}:=\bigcup_{n \geq 0} A^{n}$; we write $|w|$ for the length of $w$. Given $x \in X$ and integers $i \leq j$, let $x_{[i, j]}:=x_{i} x_{i+1} \cdots x_{j}$. The set of words obtained this way is the language $\mathcal{L}=\mathcal{L}(X)=\bigcup_{n \geq 0} \mathcal{L}_{n}$, where $\mathcal{L}_{n}=\left\{x_{[1, n]}: x \in X\right\} \subset A^{n}$ for $n>0$, and $\mathcal{L}_{0}$ is the set containing the empty word.

A shift space $X$ is topologically transitive if for every $v, w \in \mathcal{L}$ there is $u \in \mathcal{L}$ such that $v u w \in \mathcal{L}$, and is a subshift of finite type (SFT) if there is a finite set $F \subset A^{*}$ such that $X=\left\{x \in A^{\mathbb{Z}}: x_{[i, j]} \notin F\right.$ for every $\left.i<j\right\}$. When $X$ is a topologically transitive SFT, every Hölder continuous potential has a unique equilibrium state $\mu$, and $\mu$ has strong statistical

[^0]properties (Bernoulli property and exponential decay of correlations up to a period, central limit theorem) [Bow75]; moreover, the topological pressure function is analytic [PP90].

A weaker criterion for uniqueness is the specification condition Bow74, which does not require the SFT condition but strengthens transitivity by requiring that there is $\tau \in \mathbb{N}$ such that for every $v, w \in \mathcal{L}$ there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that $v u w \in \mathcal{L} \|^{1}$ Uniqueness results using non-uniform specification conditions have been proved by the author and D.J. Thompson CT12, CT13. An important tool in these results, and here, is the notion of the pressure of a collection of words $\mathcal{D} \subset \mathcal{L}$ :

$$
\begin{equation*}
P(\mathcal{D}, \varphi):=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \sum_{w \in \mathcal{D} \cap \mathcal{L}_{n}} \sup _{\left\{x \in X: x_{[1, n]}=w\right\}} e^{\varphi(x)+\varphi(\sigma x)+\cdots+\varphi\left(\sigma^{n-1} x\right)} \tag{1.1}
\end{equation*}
$$

The variational principle [Wal82, Theorem 9.10] gives $P(\mathcal{L}, \varphi)=P(\varphi)$.
Uniqueness is enough to show that the topological pressure function is Gâteaux differentiable - there are no first-order phase transitions - but does not immediately imply analyticity, which would rule out phase transitions of all orders. Similarly, the stronger statistical properties of $\mu$ do not appear to have been studied using any version of specification. They are known to hold for systems on which a certain 'tower' can be built [You98, You99. Our main result uses a non-uniform specification condition to establish uniqueness, statistical properties, and analyticity by building a tower. To formulate the condition, we need the following notion: a word $w^{\prime} \in \mathcal{L}_{k}$ is a prefix of a word $w \in \mathcal{L}_{n}$ if $k \leq n$ and $w^{\prime}=w_{[1, k]}$. Similarly, if $w^{\prime}=w_{[j,|w|]}$ for some $1 \leq j \leq|w|$ then $w^{\prime}$ is a suffix of $w$. See 2.2 for full definitions of the various conclusions.

Theorem 1.1. Let $X$ be a one- or two-sided shift space on a finite alphabet with language $\mathcal{L}$ and let $\varphi: X \rightarrow \mathbb{R}$ be Hölder continuous. Suppose there is $\mathcal{G} \subset \mathcal{L}$ such that
$[\mathbf{I}]$ there is $\tau \in \mathbb{N}$ such that for all $v, w \in \mathcal{G}$, there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that $v^{\prime} u w^{\prime} \in \mathcal{G}$ whenever $v^{\prime} \in \mathcal{G}$ is a suffix of $v$ and $w^{\prime} \in \mathcal{G}$ is a prefix of $w$;
[II] there are $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\mathrm{s}} \subset \mathcal{L}$ such that $P\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}\right), \varphi\right)<P(\varphi)$;
[III] there is $L \in \mathbb{N}$ such that if $u, v, w \in \mathcal{L}$ have $|v| \geq L$, uvw $\in \mathcal{L}$, and uv, vw $\in \mathcal{G}$, then $v, u v w \in \mathcal{G}$.

Then the following are true.
(i) $(X, \varphi)$ has a unique equilibrium state $\mu$.
(ii) $\mu$ has the Gibbs property (2.14) for $\varphi$ on $\mathcal{G}$.
(iii) $\mu$ is the limiting distribution of $\varphi$-weighted periodic orbits.
(iv) $(X, \sigma, \mu)$ has exponential decay of correlations for Hölder observables up to a period.
(v) $(X, \sigma, \mu)$ satisfies the central limit theorem for Hölder observables $\psi$, with variance 0 if and only if $\psi$ is cohomologous to a constant.
(vi) Given any Hölder continuous $\psi: X \rightarrow \mathbb{R}$, there is $\varepsilon>0$ such that the topological pressure function $t \mapsto P(\varphi+t \psi)$ is real analytic on $(-\varepsilon, \varepsilon)$.
When $X$ is two-sided, $(X, \sigma, \mu)$ has the Bernoulli property up to a period.

[^1]When $\mathcal{G}=\mathcal{L},[\mathbf{I}]$ is the classical specification property, $[\mathbf{I I}]$ holds with $\mathcal{C}^{\mathrm{p}}=\mathcal{C}^{\mathrm{s}}=\emptyset$, and [III] is immediate. Conclusions (i) (iii) are well-known in this case [Bow74, but (iv)(vi) are new. When $\mathcal{G} \neq \mathcal{L},[[\mathbf{I}][[\mathbf{I I I}]$ should be interpreted as non-uniform specification conditions. ${ }^{2}$ The idea is that $\mathcal{G}$ is a collection of 'good' words for which specification holds, so $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\text {s }}$, and $\mathcal{L} \backslash \mathcal{C}^{\text {p }} \mathcal{G C}^{\text {s }}$ contain all 'obstructions to specification': every $w \in \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\text {s }}$ admits a decomposition $w=u^{p} v u^{s}$ with $v \in \mathcal{G}$ and $u^{p, s} \in \mathcal{C}^{\mathrm{p}, \mathrm{s}}$, so $w$ can be made good by removing the prefix $u^{p}$ and the suffix $u^{s}$. Condition [II] requires that the obstructions have small pressure and hence are 'invisible' to equilibrium states.

Theorem 1.1 is an immediate corollary of the following two results. The first of these is a structure theorem relating $X$ to a countable-state Markov shift $\Sigma$; see $\$ 2.1$ for complete definitions. The second uses the fact that strong positive recurrence implies existence of a unique Ruelle-Perron-Frobenius (RPF) measure $m$ on $\Sigma$ for the potential function $\varphi \circ \pi: \Sigma \rightarrow \mathbb{R}$, which has strong statistical properties CS09.
Theorem 1.2. Let $X$ be a one- or two-sided shift space on a finite alphabet and let $\varphi: X \rightarrow$ $\mathbb{R}$ be Hölder. If the language $\mathcal{L}$ of $X$ has a subset $\mathcal{G}$ satisfying the non-uniform specification conditions $[\mathbf{I}][\mathbf{I I I}]$, then there exists an equilibrium state $\mu$ for $(X, \varphi)$ that satisfies the Gibbs property (4.17) for $\varphi$ on $\mathcal{G}]_{3}^{3}$ Moreover, there is a topologically transitive countablestate Markov shift $\Sigma$ and a 1-block code $\pi: \Sigma \rightarrow X$ such that
(a) $\varphi \circ \pi$ is strongly positive recurrent on $\Sigma$; and
(b) there is $P^{\prime}<P(\varphi)$ such that for every ergodic Borel probability measure $\mu$ on $X$ with $h(\mu)+\int \varphi d \mu>P^{\prime}$, there is a shift-invariant Borel probability measure $\nu$ on $\Sigma$ such that $\mu=\pi_{*} \nu$ and $h(\mu)=h(\nu)$.
In the case when $X$ is a two-sided shift space, the map $\pi$ is injective $]^{4}$ In both the one- and two-sided cases, the following weaker property holds:

$$
\begin{equation*}
\text { if } \mathbf{z}, \mathbf{z}^{\prime} \in \Sigma \text { have } \pi(\mathbf{z})=\pi\left(\mathbf{z}^{\prime}\right) \text {, then } \mathbf{z}_{[n, \infty)}=\mathbf{z}_{[n, \infty)}^{\prime} \text { for some } n \in \mathbb{N} \text {. } \tag{1.2}
\end{equation*}
$$

Injectivity generally fails in the one-sided case; see Example 3.7.
Theorem 1.3. Let $X$ be a one- or two-sided shift space on a finite alphabet and let $\varphi: X \rightarrow$ $\mathbb{R}$ be Hölder. If there is a topologically transitive countable-state Markov shift $\Sigma$ and a 1 block code $\pi: \Sigma \rightarrow X$ satisfying (a), (b), and (1.2), then $(X, \varphi)$ has a unique equilibrium state $\mu$, which satisfies conclusions (iii) (vi) of Theorem 1.1, and the period d in (iv) is given by the gcd of the lengths of periodic orbits in $\Sigma$. In the case when $X$ is two-sided, $(X, \sigma, \mu)$ is Bernoulli up to the period $d$.

See $\$ 3$ for a road map of the proofs. Theorem 1.3 is a relatively routine consequence of well-known results about thermodynamic formalism for countable-state Markov shifts; see Theorem $\sqrt{3.9}$. Most of the work in this paper is devoted to proving Theorem 1.2 whose starting point is an argument of Bertrand for constructing a synchronising word using specification Ber88, Although $[[\mathbf{I}][[\mathbf{I I I}]$ do not imply that $X$ is synchronised, we can still 'synchronise good words', produce a collection $\mathcal{F} \subset \mathcal{L}$ of words that can be 'freely concatenated' (Theorem 3.1), and use $\mathcal{F}$ to describe $\Sigma$ (Theorem 3.3).

[^2]Structure of the paper. In $\S \$ 1.2,1.8$ we describe: motivating questions behind Theorem 1.1; a method for verifying $[\mathbf{I}]][$ IIII $]$ that passes to factors; and applications to a number of classes of systems, including shifts of quasi-finite type, synchronised shifts, and coded shifts. Further definitions and background are given in §2 In $\S 3$ we formulate some intermediate results that imply Theorems $1.1,1.3$. In $\$ 4$ we give preparatory results for the proofs, including mild strengthenings of the Birkhoff and Shannon-McMillan-Breiman theorems that hold quite generally, not just in the setting of this paper. The results from $\S_{3}$ are proved in $\S \$ 577$. In $\S 8$ we prove the remaining results stated in the introduction, including the applications. We will have occasion to use various conditions that are related to [I], $[$ III $]$, and [III] . For the reader's convenience, we gather these in Appendix A.
1.2. Motivating questions. The non-uniform specification property introduced in CT12 was motivated by $\beta$-shifts and their factors. Given $\beta>1$ and $A=\{0, \ldots,\lceil\beta\rceil-1\}$, the greedy $\beta$-expansion of 1 is the lexicographically maximal $\mathbf{z} \in A^{\mathbb{N}}$ satisfying $1=\sum_{k=1}^{\infty} \mathbf{z}_{k} \beta^{-k}$, and the $\beta$-shift $\Sigma_{\beta}$ is the subshift of $A^{\mathbb{N}}$ defined by the condition that $x \in \Sigma_{\beta}$ if and only if $x_{[k, \infty)} \preceq \mathbf{z}$ for all $k \in \mathbb{N}$, where $\preceq$ is the lexicographic order. The $\beta$-shift is the natural coding space for the map $x \mapsto \beta x(\bmod 1)$ on the unit interval.

For Lebesgue-a.e. $\beta>1$, the $\beta$-shift does not have specification [Sch97]; however, it can be described in terms of a countable-state Markov shift, which was used by Hofbauer to prove uniqueness of the equilibrium state for $\varphi=0$, called the measure of maximal entropy (MME) Hof78. The corresponding result for subshift factors of $\beta$-shifts remained open for some time Boy08, Problem 28.1], which led the author and D.J. Thompson to introduce a set of non-uniform specification conditions that are satisfied by the $\beta$-shifts, that pass to factors, and that guarantee uniqueness of the MME. This raised the following questions.
(1) Are there examples of systems with non-uniform specification that do not come from a countable-state Markov shift?
(2) Hofbauer's graph structure for the $\beta$-shifts (see also Wal78 for equilibrium states for $\varphi \neq 0$ ) can be used to get the stronger conclusions (iv) (vi) that do not follow from CT12. Can these conclusions be obtained using non-uniform specification?
These questions motivated this paper, which says that the answers are "no" and "yes", respectively: non-uniform specification in the sense of $[\mathbf{I}]][$ III $]$ leads to a countable-state Markov structure with strong positive recurrence, so its statistical consequences are just as strong. 5 This can be interpreted as a negative result in the sense that every system to which Theorem 1.1 applies could also have been studied by other techniques, by building a tower or using a countable-state Markov shift. On the other hand, if the system is defined in a manner that does not make this Markov structure explicit, then it may be difficult to find the graph that does the job, or to determine its properties; see $\$ 1.4$ for examples.

One can interpret the Markov shift $\Sigma$ in Theorem 1.2 as a Young tower as in You99] by passing to its one-sided version $\Sigma^{+}$and inducing on a single state to get a full shift. Condition (a) on strong positive recurrence implies that the tower has 'exponential tails', and (b) guarantees that every equilibrium state is liftable to the tower; see [PSZ14] for further discussion of this approach, and Hof79, Kel89, Zwe05 for the original investigations

[^3]of liftability. The effort we expend to prove (a) and (b) illustrates a general theme: even when it is clear how to build a tower, it is usually a non-trivial problem to verify that equilibrium states lift to the tower and that the tower's tails decay exponentially; see Kwa04, Buz05, Tho06] for symbolic examples, and [Kel89, PS08, BT09, IT10] for smooth examples. One goal of the present approach is to give a set of more readily verifiable conditions that can establish liftability and exponential tails. This will be particularly valuable if it can be extended to the smooth setting. The non-uniform specification properties from CT12, CT13 have been extended and applied to various smooth systems CT16, CFT18, CFT, BCFT, such as geodesic flows over rank 1 manifolds of nonpositive curvature. It is expected that the results given here will admit a similar generalisation.
1.3. Obstructions to specification. Since subshift factors of $\beta$-shifts were the original examples studied in [CT12], it is natural to ask whether Theorems $1.1,1.3$ apply to them as well. Unlike the non-uniform specification conditions in CT12, condition [III] does not pass directly to factors. Here we give conditions that do pass to factors (see §1.7), and which imply $[\mathbf{I}][[\mathbf{I I I}]$. These will also be useful for some of our applications (see \$1.4).

Given $\mathcal{C}^{+}, \mathcal{C}^{-} \subset A^{*}$ and $M \in \mathbb{N}$, consider the collection

$$
\begin{equation*}
\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right):=\left\{w \in \mathcal{L} \mid w_{[1, i]} \notin \mathcal{C}^{-}, w_{(|w|-i,|w|]} \notin \mathcal{C}^{+} \text {for all } M \leq i \leq|w|\right\} \tag{1.3}
\end{equation*}
$$

of all words that do not start with a long element of $\mathcal{C}^{-}$or end with a long element of $\mathcal{C}^{+}$. Say that $\mathcal{C}^{ \pm}$is a complete list of obstructions to specification if
[ $\left.\mathbf{I}^{*}\right]$ for every $M \in \mathbb{N}$ there is $\tau=\tau(M)$ such that for all $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that $v u w \in \mathcal{L}$.
The word vuw need not be in $\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ (cf. [ [I] $]$, so enlarging $\mathcal{C}^{ \pm}$cannot cause [ [ $\left.\mathbf{I}^{*}\right]$ to fail; in particular, every $\mathcal{C}^{ \pm}$that contains a complete list of obstructions is itself a complete list. The following is used in 81.7 to study factors, and is proved in 88.1 .

Theorem 1.4. Let $X$ be a one- or two-sided shift space with language $\mathcal{L}$, and let $\varphi: X \rightarrow \mathbb{R}$ be Hölder. Suppose $\mathcal{C}^{ \pm} \subset \mathcal{L}$ is a complete list of obstructions to specification admitting the pressure bound $P\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}, \varphi\right)<P(\varphi)$ and satisfying the following condition:

$$
\begin{equation*}
\left(v w \in \mathcal{C}^{+} \Rightarrow v \in \mathcal{C}^{+}\right) \quad \text { and } \quad\left(v w \in \mathcal{C}^{-} \Rightarrow w \in \mathcal{C}^{-}\right) \tag{1.4}
\end{equation*}
$$

Then there is $\mathcal{G} \subset \mathcal{L}$ satisfying $[\mathbf{I}][[\mathbf{I I T}]$, so Theorems $1.1-1.3$ apply to $(X, \varphi)$.
Example 1.5. For the $\beta$-shift, let $\mathcal{C}^{-}=\emptyset$ and $\mathcal{C}^{+}=\left\{\mathbf{z}_{[1, n]}\right\}_{n \in \mathbb{N}}$, where $\mathbf{z}$ is the $\beta$-expansion of 1 . In the standard graph presentation, $\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ is the set of words that label paths starting at the base vertex and ending in the first $M$ vertices, so it satisfies [[ $\left.\mathbf{I}^{*}\right]$ as shown in CT12. Thus $\mathcal{C}^{ \pm}$is a complete list of obstructions to specification. Clearly $\mathcal{C}^{ \pm}$satisfy (1.4), and it is shown in CT13] that $P\left(\mathcal{C}^{+}, \varphi\right)<P(\varphi)$ for every Hölder $\varphi$.
1.4. Shifts of quasi-finite type. We apply Theorem 1.4 to the shifts of quasi-finite type introduced by Buzzi in Buz05. Say that $w \in \mathcal{L}$ is a left constraint if there is $v \in \mathcal{L}$ such that $w_{[2,|w|]} v \in \mathcal{L}$ but $w v \notin \mathcal{L}$; let $\mathcal{C}^{\ell}$ be the collection of left constraints, and $\mathcal{C}^{r}$ the collection of analogously defined right constraints. The shift space $X$ is a shift of quasi-finite type $(\mathrm{QFT})$ if $\min \left\{h\left(\mathcal{C}^{\ell}\right), h\left(\mathcal{C}^{r}\right)\right\}<h(\mathcal{L})$. Topologically mixing QFTs may have multiple MMEs [Buz05, Lemma 4]. The following result, proved in 88.2, gives
uniqueness if both lists of constraints have small entropy, or if we have a stronger mixing condition.

Theorem 1.6. Let $X$ be a one- or two-sided shift space on a finite alphabet with language $\mathcal{L}$ and let $\varphi: X \rightarrow \mathbb{R}$ be Hölder continuous.
(1) If $X$ is topologically transitive, then $\mathcal{C}^{-}=\mathcal{C}^{r}$ and $\mathcal{C}^{+}=\mathcal{C}^{\ell}$ form a complete list of obstructions to specification and satisfy (1.4). In particular, if $P\left(\mathcal{C}^{\ell} \cup \mathcal{C}^{r}, \varphi\right)<P(\varphi)$, then Theorem 1.4 applies.
(2) Suppose $X^{+}=\left\{x_{1} x_{2} \cdots \mid x \in X\right\}$ is topologically exact: for every $w \in \mathcal{L}$ there is $N \in \mathbb{N}$ such that $\sigma^{N}\left(\left\{x \in X^{+} \mid x_{[1,|w|]}=w\right\}\right)=X^{+}$. Then $\mathcal{C}^{-}=\emptyset$ and $\mathcal{C}^{+}=\mathcal{C}^{\ell}$ form a complete list of obstructions to specification and satisfy (1.4). In particular, if $P\left(\mathcal{C}^{\ell}, \varphi\right)<P(\varphi)$ then Theorem 1.4 applies.
Part (2) of Theorem 1.6 applies to many of the piecewise affine transformations studied by Buzzi in Buz97; these are maps on $[0,1]^{d}$ given by $f(x)=A x+b\left(\bmod \mathbb{Z}^{d}\right)$, where $A: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is an expanding linear map and $b \in \mathbb{R}^{d}$. Buzzi showed that the natural symbolic codings of such maps are QFTs with $h\left(\mathcal{C}^{\ell}\right)<h(\mathcal{L})$, and that they are topologically exact if either (i) all eigenvalues of $A$ exceed $1+\sqrt{d}$ in absolute value, or (ii) $A, b$ have all integer entries ${ }^{6}$. He proved that these examples have unique MMEs; Theorem 1.6)(2) gives another proof of this result, and lets it be extended to factors (see \$1.7) and to a class of non-zero potential functions. See also Tho11] for further results on piecewise expanding maps.
1.5. Synchronised shifts and uniform specification. A shift $X$ is synchronised if there is $s \in \mathcal{L}$ such that $v s, s w \in \mathcal{L}$ implies $v s w \in \mathcal{L}$; then $s$ is a synchronising word. Shifts with specification are synchronised [Ber88, but not vice versa. Note that $\beta$-shifts satisfy the non-uniform specification conditions $[\mathbf{I}][[\mathbf{I I I}]$ but are not all synchronised [Sch97].

Synchronised shifts can have multiple equilibrium states even if they are topologically transitive. Every synchronised shift has a canonical presentation via a countable graph (the Fischer cover), and Thomsen [Tho06] proved that the corresponding countable-state Markov shift is strongly positive recurrent (for the zero potential) if $h(\partial X)<h(X)$, where $\partial X$ is the derived shift consisting of all $x \in X$ that can be approximated by periodic points of $X$ and do not contain any synchronising words. The following gives a similar result for nonzero potentials (although the countable graph provided by Theorem 1.2 need not be the Fischer cover); see $\$ 8.3$ for a proof.
Theorem 1.7. Let $(X, \sigma)$ be a one- or two-sided topologically transitive shift with a synchronising word $s \in \mathcal{L}$. Let $Y:=\{x \in X \mid s$ does not appear in $x\}$. If $\varphi: X \rightarrow \mathbb{R}$ is Hölder continuous and $P(Y, \varphi)<P(X, \varphi)$, then the conclusions of Theorems 1.11 .3 hold.

Shifts with the classical specification property are well-known to be synchronised Ber88 and to satisfy conclusions (i) (iii) for every Hölder $\varphi$ (Bow74. In particular, they have a unique MME, which is fully supported, leading to the conclusion that $h(\partial X)<h(X)$. Thus Thomsen's results could be used to establish conclusions (iv) (vi) for the unique MME, and it seems likely that a similar approach would work for nonzero $\varphi$, but it does not appear that this procedure has been carried out in the literature.

[^4]The proof of conclusions (iv) (vi) in Theorem 1.1 relies on [CS09, which uses a PerronFrobenius theorem and a spectral gap for the appropriate transfer operator associated to $\Sigma$. Ruelle Rue92 proved a Perron-Frobenius theorem using specification directly, but did not establish spectral gap or a rate of convergence. One class of shifts with specification for which the transfer operator (for $\varphi=0$ ) has been studied explicitly are the cocyclic subshifts introduced by Kwapisz Kwa00, Kwa04; a cocyclic subshift over a finite alphabet $A$ is defined by fixing a finite dimensional vector space $V$ and linear transformations $\Phi_{i} \in$ $\operatorname{End}(V)$ for $i \in A$, then putting $\mathcal{L}=\left\{w \in A^{*}: \Phi_{w_{1}} \cdots \Phi_{w_{|w|}} \neq 0\right\}$. Transitive cocyclic subshifts often fail to be SFTs (or even sofic), but have specification and hence satisfy conclusions (i) (iii) of Theorem 1.1 by Bow74. For the zero potential, spectral properties of the transfer operator were studied in Kwa04, although conclusions (iv) (vi) were not discussed there. Theorem 1.1 establishes these conclusions for Hölder potentials.
1.6. Coded shifts. Given a finite alphabet $A$ and a set of words $G \subset \bigcup_{n \in \mathbb{N}} A^{n}$, let

$$
G^{\infty}:=\left\{x \in A^{\mathbb{Z}} \mid \text { there is }\left(n_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{Z} \text { with } n_{k}<n_{k+1} \text { and } x_{\left[n_{k}, n_{k+1}\right)} \in G \text { for all } k\right\} .
$$

A two-sided shift space $X \subset A^{\mathbb{Z}}$ is called coded if $X=\overline{G^{\infty}}$ for some $G$. Such a $G$ is a generating set for $X$. There is a sense in which every question about equilibrium states for a shift satisfying $[\mathbf{I}]][\mathbf{I I I}]$ reduces to a question about coded shifts. If $X$ satisfies $[\mathbf{I}]$ $[$ III] $]$ and $\pi: \Sigma \rightarrow X$ is the coding map from a countable-state Markov shift provided by Theorem 1.2, then $\overline{\pi(\Sigma)} \subset X$ is a coded subshift of $X$, and every equilibrium state for $\varphi$ gives full weight to this coded shift.

A generating set $G$ is uniquely decipherable if whenever $u^{1} u^{2} \cdots u^{m}=v^{1} v^{2} \cdots v^{n}$ with $u^{i}, v^{j} \in G$, we have $m=n$ and $u^{j}=v^{j}$ for all $j$ LM95, Definition 8.1.21]. The condition of unique decipherability for $G$ is related to [[III] for $G^{*}$, but does not imply it. Thus the following is not a direct consequence of Theorems $1.1-1.3$ it follows from Corollary 3.5 and Theorem 3.9 below.

Theorem 1.8. Let $X$ be a coded shift on a finite alphabet and $\varphi$ a Hölder potential on $X$. If $X$ has a uniquely decipherable generating set $G$ such that $\mathcal{D}=\mathcal{D}(G):=\{w \in \mathcal{L} \mid w$ is a subword of some $g \in G\}$ satisfies $P(\mathcal{D}, \varphi)<P(\varphi)$, then $(X, \varphi)$ satisfies conclusions (a) (b) of Theorem 1.2 and conclusions (i) (vi) of Theorem 1.1, and $\mu$ is Bernoulli up to a period. The coding map $\pi$ may not be injective, but it is still finite-to-one $\mu$-a.e. for the unique equilibrium state $\mu$, and is injective on $\left\{\mathbf{z} \in \Sigma: \mathbf{z}\right.$ is periodic, $\left.\mathbf{z}_{0}=a\right\}$ for each state a of $\Sigma$.

It is natural to ask what happens if one removes the condition that $G$ be uniquely decipherable. In this case one can still define a natural countable-state Markov shift $\Sigma$ and a coding map $\pi: \Sigma \rightarrow X$ such that $X=\overline{\pi(\Sigma)}$, but now we lose control of the multiplicity of $\pi$, and indeed, $\pi$ may decrease entropy; see Example 3.6.

It is shown in [BH86, Proposition 2.1] that every coded shift admits a uniquely decipherable generating set; similarly, [FF92, Theorem 1.7] shows that it is always possible to build a 'bi-resolving' $\Sigma$ for which $\pi$ is injective. However, in both cases one must abandon the original generating set $G$ and pass to a new generating set $G^{\prime}$, for which we may a priori have $P\left(\mathcal{D}\left(G^{\prime}\right), \varphi\right)=P(\varphi)$, so Theorem 1.8 may not apply. On the other hand, the results in [T13] can be used to show that conclusions (i) (iii) from Theorem 1.1 hold. Thus we have the following open question.

Question 1.9. Let $X$ be a coded shift with language $\mathcal{L}$ and a (not uniquely decipherable) generating set $G \subset \mathcal{L}$ such that $P(\mathcal{D}(G), \varphi)<P(\varphi)$ for some Hölder $\varphi$. Let $\mu$ be the unique equilibrium state for $(X, \varphi)$. Do conclusions (iv) (vi) of Theorem 1.1 still hold?
1.7. Factors. Before stating our results for factors we describe another motivating example from CT12] to which Theorem 1.4 applies; the $S$-gap shifts.

Example 1.10. Given $S \subset \mathbb{N} \cup\{0\}$, the $S$-gap shift $X_{S}$ is the coded system with generating set $\left\{10^{n} \mid n \in S\right\}$. Take $\mathcal{C}^{+}=\mathcal{C}^{-}=\left\{0^{k} \mid k \in \mathbb{N}\right\}$, so $\mathcal{C}^{ \pm}$satisfy (1.4), and $\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)=$ $\left\{0^{a} 1 w 10^{b} \in \mathcal{L} \mid a, b<M\right\}$. Taking $\tau(M)=\min \{s \in S \mid s \geq 2 M\}$, we see that any two words in $\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ can be joined by $0^{c}$ for some $0 \leq c \leq \tau(M)$, and so [[्І*]holds. Thus $\mathcal{C}^{ \pm}$is a complete list of obstructions to specification, and one can show that $\overline{P\left(\mathcal{C}^{+} \cup \mathcal{C}^{-}, \varphi\right)<P(\varphi)}$ for every Hölder $\varphi$ [CTY17, §5.1.3].

When $\varphi=0$, we define the entropy of obstructions to specification as $\underbrace{7}$

$$
\begin{equation*}
\left.h_{\mathrm{spec}}^{\perp}(X)=\inf \left\{h\left(\mathcal{C}^{+} \cup \mathcal{C}^{-}\right) \mid \mathcal{C}^{ \pm} \subset \mathcal{L}(X) \text { satisfy } 1.4\right) \text { and }\left[\mathbf{I}^{*}\right]\right\} \tag{1.5}
\end{equation*}
$$

Note that $\beta$-shifts and $S$-gap shifts both have $h_{\text {spec }}^{\perp}(X)=0$. Although the most obvious way to get $h_{\text {spec }}^{\perp}(X)=0$ is to have $h\left(\mathcal{C}^{+} \cup \mathcal{C}^{-}\right)=0$ for some $\mathcal{C}^{ \pm}$, we expect that there are examples where $h_{\text {spec }}^{\perp}(X)=0$ but the infimum is not achieved; a natural class of candidates is given by shift spaces coding transitive piecewise monotonic transformations of the interval, whose structure has been described by Hofbauer [Hof79, Hof81].

It follows from Theorem 1.4 that $h_{\text {spec }}^{\perp}(X)<h(X)$ implies existence of a unique MME together with the other conclusions of Theorem 1.1. In 8.4 , we prove that $h_{\text {spec }}^{\perp}$ is nonincreasing under passing to factors, and obtain the following results $8^{8}$

Theorem 1.11. Let $(X, \sigma)$ be a one- or two-sided shift space on a finite alphabet.
(1) Let $(\tilde{X}, \tilde{\sigma})$ be a subshift factor of $(X, \sigma)$ such that $h(\tilde{X})>h_{\mathrm{spec}}^{\perp}(X)$. Then the language of $\tilde{X}$ contains a collection of words satisfying $[\mathbf{I}][\mathbf{I I I}]$ for $\varphi=0$, so $(\tilde{X}, \tilde{\sigma}, 0)$ satisfies the conclusions of Theorems $1.1-1.3$.
(2) Suppose $X$ satisfies $\operatorname{gcd}\left\{k \in \mathbb{N} \mid \sigma^{k}(x)=x\right.$ for some $\left.x \in X\right\}=1$ and $h_{\mathrm{spec}}^{\perp}(X)=0$, and that there is $\mathcal{G} \subset \mathcal{L}$ satisfying $[\mathbf{I}]$ such that $\mathcal{L} w \mathcal{L} \cap \mathcal{G} \neq \emptyset$ for every $w \in \mathcal{L} ⿶^{9}$ Then every subshift factor of $(X, \sigma)$ satisfies the conclusion of the previous part.

Corollary 1.12. Let $\tilde{X}$ be a nontrivial subshift factor of a $\beta$-shift or of an $S$-gap shift. Then $\tilde{X}$ satisfies the conclusions of Theorems 1.11 .3 for $\varphi=0$.
1.8. Hyperbolic potentials. Theorem 1.11 only deals with measures of maximal entropy, so one may ask what can be said about equilibrium states for non-zero potentials on the factors $(\tilde{X}, \tilde{\sigma})$. Following [IRRL12], say that $\varphi: X \rightarrow \mathbb{R}$ is hyperbolic if

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \sup _{x \in X} \frac{1}{n} S_{n} \varphi(x)<P(\varphi) \tag{1.6}
\end{equation*}
$$

[^5]If $\varphi$ is hyperbolic and $h_{\text {spec }}^{\perp}(X)=0$ ，then one can easily find $\mathcal{C}^{ \pm}$satisfying（1．4），［［्匚⿱乛⿰㇒⿻土一𧘇 $]$，and $P\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}, \varphi\right)<P(\varphi)$ ；in particular，Theorem 1.4 applies as long as $\varphi$ is Hölder．

Every Hölder potential is hyperbolic when $X$ has specification［CFT，Theorem 6．1］．Buzzi proved that the same is true for the coding spaces of continuous topologically transitive piecewise monotonic interval maps Buz04，and conjectured that the result remains true without the assumption that the map is continuous ${ }^{10}$ ．The result is known for a broad class of non－uniformly expanding interval maps［RL14，and for $\beta$－shifts［CT13，Proposition 3．1］ and $S$－gap shifts［CTY17，（5．1）］．The proofs of this result for $\beta$－shifts and for $S$－gap shifts are very specific to these examples and in particular do not pass to their factors．

In the other direction，if $X$ is the coded shift generated by $\left\{0^{n} 1^{n} \mid n \in \mathbb{N}\right\}$ ，then $\varphi=t \mathbf{1}_{[0]}$ is not hyperbolic for $|t|$ sufficiently large［Con］．

Question 1．13．Is there an axiomatic condition on a shift space $X$ ，weaker than specification （perhaps some form of non－uniform specification），guaranteeing that every Hölder potential on $X$ is hyperbolic？Is there such a condition that is preserved under passing to factors？In particular，does every subshift factor of a $\beta$－shift or an $S$－gap shift have the property that every Hölder potential is hyperbolic？

Remark 1．14．Since this paper was completed，the author and V．Cyr have shown that if there is $\mathcal{G} \subset \mathcal{L}$ satisfying $[\mathbf{I}]$ such that every $w \in \mathcal{L}$ can be transformed into a word in $\mathcal{G}$ by changing at most $o(\log |w|)$ of its symbols，then every Hölder potential on $X$ is hyperbolic ［CC］．This condition passes to factors and settles the above question in the affirmative for subshift factors of $\beta$－shifts．However，$S$－gap shifts require more edits than this result allows， so the question for subshift factors of $S$－gap shifts is still open．

Acknowledgments．I am grateful to the anonymous referees for many comments that improved the exposition and for spotting errors in earlier versions of the result on factors and of Lemma 7．5 the latter，which was also pointed out to me by Qu Congcong，necessitated a change in the formulation of condition $[\mathbf{I T}]$ from previous versions．I am also grateful to Omri Sarig for clarifying aspects of strong positive recurrence as they appear in $\$ 2.1$ ，and to Dominik Kwietniak for introducing me to cocyclic subshifts and［Kwa00，Kwa04］．

## 2．Definitions

2．1．Shift spaces and thermodynamic formalism．As in $\$ 1.1$ ，we write $\mathcal{L} \subset A^{*}$ for the language of a shift space $X$ over a finite alphabet $A$ ．When we work with an indexed collection of words，we write indices as superscripts；thus $w^{1}, w^{2}$ represent two different words，while $w_{1}, w_{2}$ represent the first and second symbols in the word $w$ ．We write $|w|$ for the length of a word $w$ ；given $1 \leq i \leq j \leq|w|$ ，we write $w_{[i, j]}=w_{i} \cdots w_{j}$ ．When convenient， we write $w_{(i, j]}=w_{[i+1, j]}$ ，and similarly for $w_{[i, j)}$ and $w_{(i, j)}$ ．We use the same notation for subwords of an infinite sequence $x \in X$ ，allowing $i=-\infty$ or $j=\infty$ ．

Juxtaposition denotes concatenation and will be used liberally throughout the paper both for words and for collections of words；for example，given $w \in A^{*}$ ，we will have occasion to

[^6]refer to the following sets, or similar ones:
\[

$$
\begin{aligned}
w \mathcal{L} \cap \mathcal{L} & =\text { the set of all words in } \mathcal{L} \text { that begin with } w, \\
\mathcal{L} \backslash \mathcal{L} w \mathcal{L} & =\text { the set of all words in } \mathcal{L} \text { that do not contain } w \text { as a subword. }
\end{aligned}
$$
\]

Given a collection $\mathcal{D} \subset \mathcal{L}$, we write

$$
\mathcal{D}_{n}:=\{w \in \mathcal{D}| | w \mid=n\}, \quad \mathcal{D}_{\leq n}:=\{w \in \mathcal{D}| | w \mid \leq n\}, \quad \mathcal{D}_{\geq n}:=\{w \in \mathcal{D}| | w \mid \geq n\} .
$$

We recall the basics of thermodynamic formalism (adapted to the symbolic setting) and fix our notation. See Wal82, CT12, CT13 for further details. Given a continuous function $\varphi: X \rightarrow \mathbb{R}$, called a potential, let $S_{n} \varphi(x)=\sum_{j=0}^{n-1} \varphi\left(\sigma^{j} x\right)$ and define $\hat{\varphi}: \mathcal{L} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\hat{\varphi}(w):=\sup _{x \in[w]} S_{|w|} \varphi(x), \tag{2.1}
\end{equation*}
$$

where $[w]:=\left\{x \in X \mid x_{[0,|w|)}=w\right\}$ is the cylinder defined by $w$. Given $\mathcal{D} \subset \mathcal{L}$, let

$$
\begin{equation*}
\Lambda_{n}(\mathcal{D}, \varphi):=\sum_{w \in \mathcal{D}_{n}} e^{\hat{\varphi}(w)}, \quad P(\mathcal{D}, \varphi):=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \Lambda_{n}(\mathcal{D}, \varphi) . \tag{2.2}
\end{equation*}
$$

The first quantity is the partition sum of $\varphi$ on $\mathcal{D}$, and the second is the pressure of $\varphi$ on $\mathcal{D}$; note that this agrees with (1.1). It follows from (2.1) and (2.2) that

$$
\begin{equation*}
|P(\mathcal{D}, \varphi+\psi)-P(\mathcal{D}, \varphi)| \leq\|\psi\|:=\sup \{|\psi(x)|: x \in X\} \tag{2.3}
\end{equation*}
$$

for all $\mathcal{D} \subset \mathcal{L}$ and continuous $\varphi, \psi$. We will need the following consequence of (2.2):

$$
\begin{equation*}
P(\mathcal{C} \cup \mathcal{D}, \varphi)=\max \{P(\mathcal{C}, \varphi), P(\mathcal{D}, \varphi)\} \text { for every } \mathcal{C}, \mathcal{D} \subset \mathcal{L} \tag{2.4}
\end{equation*}
$$

When $\mathcal{D}=\mathcal{L}$ we write $\Lambda_{n}(\varphi):=\Lambda_{n}(\mathcal{L}, \varphi)$ and $P(\varphi):=P(\mathcal{L}, \varphi)$. In 1.1 we defined $P(\varphi)$ as $\sup \left\{h(\mu)+\int \varphi d \mu: \mu \in \mathcal{M}_{\sigma}(X)\right\}$, where $\mathcal{M}_{\sigma}(X)$ is the space of all $\sigma$-invariant Borel probability measures on $X$, and $h(\mu)$ is the measure-theoretic (Kolmogorov-Sinai) entropy. This agrees with the above definition by the variational principle [Wal82, Theorem 9.10]. A measure $\mu \in \mathcal{M}_{\sigma}(X)$ achieving the supremum is an equilibrium state.

When $\varphi=0$ we write $h(\mathcal{D}):=P(\mathcal{D}, 0)$ for the entropy of $\mathcal{D}$, and $h(X):=h(\mathcal{L})$ for the topological entropy of the shift space $X$; an equilibrium state for $\varphi=0$ is called a measure of maximal entropy.

Because $\sigma$ is expansive, the map $\mu \mapsto h(\mu)+\int \varphi d \mu$ is upper semicontinuous on the weak* compact set of all invariant Borel probability measures, so it achieves its supremum. Thus equilibrium states exist for all continuous $\varphi: X \rightarrow \mathbb{R}$. To get uniqueness and statistical properties, we require a regularity condition on $\varphi$. Given $\beta>0$, let

$$
|\varphi|_{\beta}:=\sup \left\{|\varphi(x)-\varphi(y)| / d(x, y)^{\beta}: x, y \in X, x \neq y\right\}
$$

Write $C^{\beta}(X):=\left\{\varphi: X \rightarrow \mathbb{R}\right.$ continuous : $\left.|\varphi|_{\beta}<\infty\right\}$. Note that for every $n \geq 0$, we have

$$
\begin{equation*}
|\varphi(x)-\varphi(y)| \leq|\varphi|_{\beta} e^{-\beta n} \text { whenever } x, y \in X \text { satisfy } x_{k}=y_{k} \text { for all }|k| \leq n . \tag{2.5}
\end{equation*}
$$

We write $C_{\mathrm{h}}(X):=\bigcup_{\beta>0} C^{\beta}(X)$ for the set of all Hölder functions. In addition to the Hölder semi-norm $|\varphi|_{\beta}$ we will use the Hölder norm $\|\varphi\|_{\beta}:=\|\varphi\|+|\varphi|_{\beta}$. We note that

$$
\begin{equation*}
\|\varphi \circ \sigma\|=\|\varphi\| \quad \text { and } \quad|\varphi \circ \sigma|_{\beta} \leq e^{\beta}|\varphi|_{\beta} . \tag{2.6}
\end{equation*}
$$

We also work with Markov shifts on an infinite alphabet: given a directed graph with a countably infinite vertex set $V$, one defines a countable-state Markov shift $\Sigma \subset V^{\mathbb{Z}}$ by the condition that $\mathbf{z} \in V^{\mathbb{Z}}$ is in $\Sigma$ iff the graph contains an edge from $\mathbf{z}_{n}$ to $\mathbf{z}_{n+1}$ for every $n \in \mathbb{Z}$. One-sided shifts are defined similarly. We write $T: \Sigma \rightarrow \Sigma$ for the shift map in the countable-state Markov case, to distinguish from the shift $\sigma: X \rightarrow X$. All of our countable-state Markov shifts are topologically transitive: for any $a, b \in V$ there is a path in the graph that leads from $a$ to $b$. Given a vertex $a \in V$, let

$$
\begin{align*}
& \operatorname{Per}_{n}(\Sigma, a):=\left\{\mathbf{z} \in \Sigma: T^{n} \mathbf{z}=\mathbf{z} \text { and } \mathbf{z}_{0}=a\right\}, \\
& \operatorname{Per}_{n}^{*}(\Sigma, a):=\left\{\mathbf{z} \in \operatorname{Per}_{n}(a): \mathbf{z}_{i} \neq a \text { for all } 1 \leq i \leq n-1\right\} . \tag{2.7}
\end{align*}
$$

We also write

$$
\begin{equation*}
\operatorname{Per}(\Sigma, a):=\bigcup_{n \in \mathbb{N}} \operatorname{Per}_{n}(\Sigma, a) \quad \text { and } \quad \operatorname{Per}_{n}(\Sigma):=\bigcup_{a \in V} \operatorname{Per}_{n}(\Sigma, a) . \tag{2.8}
\end{equation*}
$$

Let $\Sigma$ be topologically transitive and put

$$
\begin{equation*}
d=d(\Sigma):=\operatorname{gcd}\left\{n \in \mathbb{N}: \operatorname{Per}_{n}(\Sigma) \neq \emptyset\right\} . \tag{2.9}
\end{equation*}
$$

Then $\Sigma$ is topologically mixing if $d=1$, and when $d>1$ there is a spectral decomposition of $\Sigma$ into disjoint closed sets $\Sigma_{0}, \ldots, \Sigma_{d-1}$ such that $T\left(\Sigma_{i}\right)=\Sigma_{(i+1) \bmod d}$ and each $\left(\Sigma_{i}, T^{d}\right)$ is a topologically mixing countable-state Markov shift upon recoding by cylinders of length $d$ Kit98, Remark 7.1.35].

Given a countable-state Markov shift $\Sigma$ and a shift $X$ on a finite alphabet $A$, we will be interested in 1-block codes $\pi: \Sigma \rightarrow X$; this means that there is a map $\tau: V \rightarrow A$ such that $\pi(\mathbf{z})_{n}=\tau\left(\mathbf{z}_{n}\right)$ for every index $n$.

We use the thermodynamic formalism for countable-state Markov shifts developed by Sarig and co-authors in Sar99, BS03, CS09. Those results are for one-sided shifts, but standard techniques extend the parts we need to two-sided shifts; see $\S 6$

As above, $|\Phi|_{\beta}=\sup \left\{\left|\Phi(\mathbf{z})-\Phi\left(\mathbf{z}^{\prime}\right)\right| / d\left(\mathbf{z}, \mathbf{z}^{\prime}\right)^{\beta}: \mathbf{z}, \mathbf{z}^{\prime} \in \Sigma, \mathbf{z} \neq \mathbf{z}^{\prime}\right\}$ is the Hölder semi-norm of $\Phi$, and $C^{\beta}(\Sigma)=\left\{\Phi: \Sigma \rightarrow \mathbb{R}:|\Phi|_{\beta}<\infty\right\}$, so that for every $n \geq 0$ we have

$$
\begin{equation*}
\left|\Phi(\mathbf{z})-\Phi\left(\mathbf{z}^{\prime}\right)\right| \leq|\Phi|_{\beta} e^{-\beta n} \text { whenever } \mathbf{z}, \mathbf{z}^{\prime} \in \Sigma \text { satisfy } \mathbf{z}_{k}=\mathbf{z}_{k}^{\prime} \text { for all }|k| \leq n \tag{2.10}
\end{equation*}
$$

Let $C_{\mathrm{h}}(\Sigma):=\bigcup_{\beta>0} C^{\beta}(\Sigma)$ be the set of Hölder continuous functions. ${ }^{11}$ Given $\Phi \in C_{\mathrm{h}}(\Sigma)$ and $a \in V$, write

$$
\begin{equation*}
Z_{n}(\Phi, a):=\sum_{\mathbf{z} \in \operatorname{Per}_{n}(\Sigma, a)} e^{S_{n} \Phi(\mathbf{z})}, \quad Z_{n}^{*}(\Phi, a):=\sum_{\mathbf{z} \in \operatorname{Per}_{n}^{*}(\Sigma, a)} e^{S_{n} \Phi(\mathbf{z})} \tag{2.11}
\end{equation*}
$$

These vanish if $n$ is not a multiple of $d$ from (2.9).$^{12}$ The Gurevich pressure of $\Phi$ is

$$
\begin{equation*}
P_{G}(\Phi):=\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log Z_{n}(\Phi, a) \tag{2.12}
\end{equation*}
$$

[^7]this is independent of $a$ by topological transitivity. If $\Sigma$ is topologically mixing then the limit exists. When $\Phi=0$ we obtain the Gurevich entropy $h_{G}(\Sigma)=P_{G}(0)$.

The potential $\Phi$ is strongly positive recurrent (SPR) if

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty} \frac{1}{n} \log Z_{n}^{*}(\Phi, a)<P_{G}(\Phi) \tag{2.13}
\end{equation*}
$$

The definition of SPR in Sar01] is given in terms of positivity of a certain discriminant. Equivalence of the two definitions (in the topologically mixing case) follows from [Sar01] but is not explicitly stated there; for completeness we prove it in 8.5 .
2.2. Statistical properties. We recall several statistical properties a measure can have, which will all be satisfied for the unique equilibrium state produced by $[\mathbf{I}][[\mathbf{I I I}]$
2.2.1. Gibbs property. Given $\mathcal{G} \subset \mathcal{L}$ and $\varphi: X \rightarrow \mathbb{R}$, we say that $\mu$ has the Gibbs property for $\varphi$ on $\mathcal{G}$ if there is $Q_{1}>0$ such that ${ }^{13}$

$$
\begin{align*}
& \text { for every } w \in \mathcal{L}, \text { we have } \mu[w] \leq Q_{1} e^{-|w| P(\varphi)+\hat{\varphi}(w)} \text {; and } \\
& \text { for every } w \in \mathcal{G}, \text { we have } \mu[w] \geq Q_{1}^{-1} e^{-|w| P(\varphi)+\hat{\varphi}(w)} \tag{2.14}
\end{align*}
$$

Note that the lower bound is only required on $\mathcal{G}$, while the upper bound holds on all of $\mathcal{L}$. This weakened version of the Gibbs property was introduced in [CT12, CT13].
2.2.2. Periodic orbits. For $n \in \mathbb{N}$, let $\operatorname{Per}_{n}(X)=\left\{x \in X \mid \sigma^{n} x=x\right\}$ be the set of $n$-periodic points. Note that $\operatorname{Per}_{n}(X)$ is finite. Let

$$
\begin{equation*}
\mu_{n}:=\frac{1}{\sum_{k=1}^{n} \sum_{x \in \operatorname{Per}_{k}(X)} e^{S_{k} \varphi(x)}} \sum_{k=1}^{n} \sum_{x \in \operatorname{Per}_{k}(X)} e^{S_{k} \varphi(x)} \delta_{x} \tag{2.15}
\end{equation*}
$$

be the $\varphi$-weighted periodic orbit measure corresponding to periodic orbits of length at most $n$. Say that $\mu$ is the limiting distribution of $\varphi$-weighted periodic orbits if $\mu_{n}$ converges to $\mu$ in the weak* topology.
2.2.3. Bernoulli property. Given a state space $S$ and a probability vector $p=\left(p_{a}\right)_{a \in S}$, the Bernoulli scheme with probability vector $p$ is $\left(S^{\mathbb{Z}}, \sigma, \mu_{p}\right)$, where $\sigma$ is the left shift map and $\mu_{p}[w]=\prod_{i=1}^{|w|} p_{a_{i}}$ for every $w \in S^{*}$. When $X$ is a two-sided shift space, we say that $\mu$ has the Bernoulli property up to a period if there are disjoint sets $Y_{0}, \ldots, Y_{d-1} \subset X$ such that $\mu\left(\bigcup_{i=0}^{d-1} Y_{i}\right)=1, \sigma\left(Y_{i}\right)=Y_{(i+1) \bmod d}$, and $\left(Y_{i}, \sigma^{d},\left.\mu\right|_{Y_{i}} \cdot d\right)$ is measure-theoretically isomorphic to a Bernoulli scheme. In particular, this means that $(X, \sigma, \mu)$ is measuretheoretically isomorphic to the direct product of a Bernoulli scheme and a finite rotation.

The analogous property for one-sided shifts is stronger than we can reasonably expect to obtain in general, since entropy is not a complete invariant of one-sided Bernoulli schemes. Thus for one-sided shift spaces, all that our results give regarding the Bernoulli property is that the natural extension is Bernoulli up to a period.

[^8]2.2.4. Decay of correlations. Let $(X, \sigma, \mu)$ be a shift space with an invariant measure $\mu$. Given $\psi_{1}, \psi_{2}: X \rightarrow \mathbb{R}$, consider the correlation functions
$$
\operatorname{Cor}_{n}^{\mu}\left(\psi_{1}, \psi_{2}\right):=\int\left(\psi_{1} \circ \sigma^{n}\right) \psi_{2} d \mu-\int \psi_{1} d \mu \int \psi_{2} d \mu
$$

Here we take $n \in \mathbb{N}$ if $X$ is one-sided, and $n \in \mathbb{Z}$ is $X$ is two-sided. We say that the system has exponential decay of correlations for observables in $C^{\beta}(X)$ if there is $\theta \in(0,1)$ such that for every $\psi_{1}, \psi_{2} \in C^{\beta}(X)$ there is $K\left(\psi_{1}, \psi_{2}\right)>0$ such that

$$
\begin{equation*}
\left|\operatorname{Cor}_{n}^{\mu}\left(\psi_{1}, \psi_{2}\right)\right| \leq K\left(\psi_{1}, \psi_{2}\right) \theta^{|n|} \text { for every } n \tag{2.16}
\end{equation*}
$$

Since $\operatorname{Cor}_{n}^{\mu}$ is linear in both $\psi_{1}, \psi_{2}$, it suffices to consider the case $\int \psi_{1} d \mu=\int \psi_{2} d \mu=0$, so $\operatorname{Cor}_{n}^{\mu}\left(\psi_{1}, \psi_{2}\right)=\int\left(\psi_{1} \circ \sigma^{n}\right) \psi_{2} d \mu$. It is also worth noting that although (2.16) does not specify how $K$ depends on $\psi_{1}, \psi_{2}$, we can use the following lemma, proved in \$8.6, to deduce existence of $C>0$ such that $K\left(\psi_{1}, \psi_{2}\right)=C\left\|\psi_{1}\right\|_{\beta}\left\|\psi_{2}\right\|_{\beta}$ satisfies (2.16).

Lemma 2.1. Let $\left(\mathcal{B}_{1},\|\cdot\|_{1}\right)$ and $\left(\mathcal{B}_{2},\|\cdot\|_{2}\right)$ be Banach spaces, and $\left\{F_{i}: \mathcal{B}_{1} \times \mathcal{B}_{2} \rightarrow \mathbb{R}\right\}_{i \in I}$ a family of continuous bilinear functions. Suppose $\Delta: I \rightarrow(0, \infty)$ is such that for every $\psi_{1} \in \mathcal{B}_{1}$ and $\psi_{2} \in \mathcal{B}_{2}$, there is $K\left(\psi_{1}, \psi_{2}\right)>0$ such that $\left|F_{i}\left(\psi_{1}, \psi_{2}\right)\right| \leq K\left(\psi_{1}, \psi_{2}\right) \Delta(i)$ for all $i \in I$. Then there is $C>0$ such that for all $\psi_{1} \in \mathcal{B}_{1}, \psi_{2} \in \mathcal{B}_{2}$, and $i \in I$, we have $\left|F_{i}\left(\psi_{1}, \psi_{2}\right)\right| \leq C\left\|\psi_{1}\right\|_{1}\left\|\psi_{2}\right\|_{2} \Delta(i)$.

Lemma 2.1 applies to the estimate in (2.16) by taking $I=\mathbb{Z}$ for two-sided shifts and $I=\mathbb{N}$ for one-sided shifts, then putting $F_{n}\left(\psi_{1}, \psi_{2}\right)=\operatorname{Cor}_{n}^{\mu}\left(\psi_{1}, \psi_{2}\right)$ and $\Delta(i)=\theta^{|i|}$.

As with the Bernoulli property, we say that $(X, \sigma, \mu)$ has exponential decay of correlations up to a period if if there are disjoint sets $Y_{0}, \ldots, Y_{d-1} \subset X$ such that $\mu\left(\bigcup_{i=0}^{d-1} Y_{i}\right)=1$, $\sigma\left(Y_{i}\right)=Y_{(i+1) \bmod d}$, and $\left(Y_{i}, \sigma^{d},\left.\mu\right|_{Y_{i}} \cdot d\right)$ has exponential decay of correlations.
2.2.5. Central limit theorem. Given $(X, \sigma, \mu)$ as above and $\psi: X \rightarrow \mathbb{R}$, we say that the central limit theorem holds for $\psi$ if $\frac{1}{\sqrt{n}} S_{n}\left(\psi-\int \psi d \mu\right)$ converges in distribution to a normal distribution $\mathcal{N}\left(0, \sigma_{\psi}\right)$ for some $\sigma_{\psi} \geq 0$; that is, if

$$
\lim _{n \rightarrow \infty} \mu\left\{x \left\lvert\, \frac{1}{\sqrt{n}}\left(S_{n} \psi(x)-n \int \psi d \mu\right) \leq \tau\right.\right\}=\frac{1}{\sigma_{\psi} \sqrt{2 \pi}} \int_{-\infty}^{\tau} e^{-t^{2} /\left(2 \sigma_{\psi}^{2}\right)} d t
$$

for every $\tau \in \mathbb{R}$. (When $\sigma_{\psi}=0$ the convergence is to the Heaviside function.) Say that $\psi$ is cohomologous to a constant if there are a $\mu$-integrable function $u: X \rightarrow \mathbb{R}$ and a constant $c \in \mathbb{R}$ such that $\psi(x)=u(x)-u(\sigma x)+c$ for $\mu$-a.e. $x \in X$. One generally expects that $\sigma_{\psi}=0$ if and only if $\psi$ is cohomologous to a constant. This will hold for us as well.

## 3. Intermediate results and structure of the proofs

We will prove Theorem 1.2 via Theorems 3.1 and 3.3 below (and their corollaries); for Theorem 1.3, see Theorem 3.9. The strategy for Theorem 1.2 is to use $[\mathbf{I}][$ III $]$ to produce $\mathcal{F} \subset \mathcal{L}$ satisfying the following free concatenation property, which is just [IT] with $\tau=0 .{ }_{4}^{14}$ [ $\mathbf{I}_{0}$ ] Given any $v, w \in \mathcal{F}$ we have $v w \in \mathcal{F}$.

[^9]Once the collection $\mathcal{F}$ has been produced there is a natural way to construct a countablestate Markov shift $\Sigma$ that represents (part of) $X$. Writing

$$
\begin{equation*}
I=I(\mathcal{F}):=\mathcal{F} \backslash \mathcal{F F}=\{w \in \mathcal{F} \mid w \neq u v \text { for any non-trivial } u, v \in \mathcal{F}\} \tag{3.1}
\end{equation*}
$$

for the set of irreducible elements of $\mathcal{F}{ }^{15}$ we use the alphabet

$$
\begin{equation*}
A_{I}=\{(w, k) \in I \times \mathbb{N} \mid w \in I \text { and } 1 \leq k \leq|w|\} ; \tag{3.2}
\end{equation*}
$$

think of $(w, k)$ as representing the state "we are currently in the word $w$, and have seen the first $k$ symbols of $w^{\prime \prime}$. Let $\Sigma=\Sigma(\mathcal{F}) \subset\left(A_{I}\right)^{\mathbb{Z}}$ be the Markov shift with transitions

$$
\begin{align*}
(w, k) & \rightarrow(w, k+1) \text { for any } w \in I \text { and } 1 \leq k<|w|, \\
(w,|w|) & \rightarrow(v, 1) \text { for any } w, v \in I . \tag{3.3}
\end{align*}
$$

Then $\Sigma$ is topologically transitive, and the value $d$ from (2.9) is given by $d=\operatorname{gcd}\{|w|: w \in$ $\mathcal{F}\}$. In particular, $\Sigma$ is topologically mixing if and only if $\operatorname{gcd}\{|w|: w \in \mathcal{F}\}=1$. Define a 1-block code $\pi: \Sigma \rightarrow X$ by $(w, k) \mapsto w_{k}$, the $k$ th symbol of $w$. For $\Sigma$ and $\pi$ to satisfy the conclusions of Theorem 1.2, we need two more conditions on $I$ and $\mathcal{F}=I^{*}$.
$\left[\mathbf{I I}^{\prime}\right] P(I, \varphi)<P(\varphi)$, and there are $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\mathrm{s}} \subset \mathcal{L}$ with $P\left(\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), \varphi\right)<P(\varphi)$.
Note that if $\mathcal{F}$ satisfies [[II'] , then $\mathcal{G}=\mathcal{F}$ satisfies [[II]] with $\mathcal{C}^{\mathrm{p}, \mathrm{s}}=\mathcal{E}^{\mathrm{p}, \mathrm{s}}$. We also need the following variant of [III]]
[III* ${ }^{*}$ If $x \in X$ and $i \leq j \leq k \leq \ell$ are integers such that $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{F}$, and there are $a<j$ and $b>k$ such that $x_{[a, j)}, x_{[k, b)} \in \mathcal{F}$, then $x_{[j, k)} \in \mathcal{F}$.
To compare $\left[\right.$ III $\left.^{*}\right]$ and $[\mathbf{I I I}]$ it is helpful to reformulate the latter as follows. ${ }^{16}$
[III] There is $L \in \mathbb{N}$ such that if $x \in X$ and $i \leq j \leq k \leq \ell$ are integers such that $k-j \geq L$ and $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{G}$, then $x_{[j, k)}, x_{[i, \ell)} \in \mathcal{G}$.
Figure 3.1 illustrates both conditions. Although $i, j, k, \ell$ must appear in the order shown, $a$ can be to either side of $i$ (or equal to it), so long as $a<j$; similarly, there is no constraint on $b$ and $\ell$. There is no requirement in [[Iİ] ${ }^{*}$ that $k-j$ be large; in practice we will produce $\mathcal{F}$ such that every overlap has length at least $L$, so the case $k-j<L$ will never arise.


Figure 3.1. Conditions [III] and [[III*].
Condition [[III] implies the following two conditions (but not vice versa). These can be used in its place in Theorems 1.1 and $1.2{ }^{17}$ which is useful for the applications in [CP.

[^10]$\left[\mathbf{I I I}_{\mathrm{a}}\right]$ There is $L$ such that if $u v, v w \in \mathcal{G},|v| \geq L$, and $u v w \in \mathcal{L}$, then $v \in \mathcal{G}$.
[ $\mathbf{I I I}_{\mathrm{b}}$ ] There is $L$ such that if $u v, v w \in \mathcal{G},|v| \geq L$, and $x u v w \in \mathcal{G}$ for some $x \in \mathcal{L}$, then $u v w \in \mathcal{G}$.
The following result gives one half of the proof of Theorem 1.2 the other half is given by Theorem 3.3 and its Corollaries 3.4 and 3.8 .

Theorem 3.1. Let $X$ be a one- or two-sided shift space on a finite alphabet, and let $\varphi \in$ $C_{\mathrm{h}}(X)$. Suppose there is $\mathcal{G} \subset \mathcal{L}=\mathcal{L}(X)$ satisfying $[\mathbf{I}],\left[[\mathbf{I I}],\left[\left[\mathbf{I I I}_{\mathrm{a}}\right]\right.\right.$, and $\left[\left[\mathbf{I I I}_{\mathrm{b}}\right]\right.$, Then there is $\mathcal{F} \subset \mathcal{L}$ satisfying $\left[\left[\mathbf{I}_{0}\right],\left[\left[\mathbf{I I}^{\prime}\right]\right.\right.$, and $\left[\left[\mathbf{I I I}^{*}\right]\right.$ such that a measure $\mu$ has the Gibbs property for $\varphi$ on $\mathcal{G}$ if and only if it has the Gibbs property for $\varphi$ on $\mathcal{F}$. If in addition $\mathcal{G}$ satisfies
$\left[\mathbf{I}^{\prime}\right]$ there is $\tau \in \mathbb{N}$ such that for all $v, w \in \mathcal{G}$, there is $u \in \mathcal{L}$ with $|u|=\tau$ such that $v^{\prime} u w^{\prime} \in \mathcal{G}$ whenever $v^{\prime} \in \mathcal{G}$ is a suffix of $v$ and $w^{\prime} \in \mathcal{G}$ is a prefix of $w$,
then $\operatorname{gcd}\{|w| \mid w \in \mathcal{F}\}=\operatorname{gcd}\{|v|+\tau \mid v \in \mathcal{G}\}$.
The proof of Theorem 3.1 is given in $\$ 7$.
Remark 3.2. Although Theorem 3.1 guarantees that $\mathcal{E}:=I \cup \mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right)$ has $P(\mathcal{E}, \varphi)<P(\varphi)$ (by [[II'] $)$, we may have $P(\mathcal{E}, \varphi)>P\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}, \varphi\right)\right.$. This happens already for SFTs; let $X$ be the SFT on the alphabet $\{1, \ldots, k\}$ where $x$ is allowed if and only if $x_{n+1}-x_{n}=1$ or $2(\bmod k)$ for every $n$. Then $h(X)=\log 2$, and we show in $\$ 8.7$ that if $\mathcal{F} \subset \mathcal{L}$ is any collection satisfying [[I $\left.\mathbf{I}_{0}\right]$, then for every choice of $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\mathrm{s}} \subset \mathcal{L}$ we have $h(\mathcal{E}) \geq h(X)-\frac{4 \log 2}{k}$. This is despite the fact that $\mathcal{L}$ itself has specification and so we can take $\mathcal{G}=\mathcal{L}$ and $\mathcal{C}^{k}=\mathcal{C}^{\mathrm{s}}=\emptyset$ in Theorem 3.1.

Once we have obtained $\mathcal{F}$ satisfying $\left[\mathbf{I}_{0}\right],\left[\mathbf{I I}^{\prime}\right]$, and $\left[\mathbf{I I I}^{*}\right]$, the relationship between $\Sigma$ and $X$ is given by the following result; see Figure 3.2 for the overall structure.

Theorem 3.3. Let $X$ be a two-sided shift space on a finite alphabet with language $\mathcal{L}$, and let $\varphi \in C_{\mathrm{h}}(X)$. Suppose that $\mathcal{F} \subset \mathcal{L}$ satisfies $\left[\mathbf{I}_{0}\right]$ and let $I=\mathcal{F} \backslash \mathcal{F} \mathcal{F}$. Let $\Sigma, \pi$ be as in (3.1)-(3.3).
$\langle\mathrm{A}\rangle$ If $\mathcal{F}$ satisfies $\left[\right.$ [III $\left.^{*}\right]$ then $\pi$ is $1-1$ on $\Sigma$.
〈B〉I is uniquely decipherable if and only if $\pi$ is $1-1$ on $\operatorname{Per}(\Sigma, a)$ for every $a \in A_{I}$.
$\langle\mathrm{C}\rangle$ If I is uniquely decipherable and $\mathcal{F}$ satisfies [[II'], then $\Phi=\varphi \circ \pi \in C_{\mathrm{h}}(\Sigma)$ has $P_{G}(\Phi)=$ $P(\varphi)$ and is strongly positive recurrent.
$\langle\mathrm{D}\rangle$ If $\mathcal{F}$ satisfies $\left[\mathbf{I I}^{\prime}\right]$, then there is $P^{\prime}<P(\varphi)$ such that every ergodic $\mu \in \mathcal{M}_{\sigma}(X)$ with $h(\mu)+\int \varphi d \mu>P^{\prime}$ satisfies $\mu(\pi(\Sigma))=11^{18}$
$\langle\mathrm{E}\rangle$ If $I$ is uniquely decipherable and $\mathcal{F}$ satisfies $\left[\mathbf{I I}^{\prime}\right]$, then there is $P^{\prime}<P(\varphi)$ such that every ergodic $\mu \in \mathcal{M}_{\sigma}(X)$ with $h(\mu)+\int \varphi d \mu>P^{\prime}$ has $\# \pi^{-1}(x)<\infty \mu$-a.e.
$\langle\mathrm{F}\rangle$ If $\mu$ is a $\sigma$-invariant probability measure on $\pi(\Sigma)$ and $\mu$-a.e. $x$ has $\# \pi^{-1}(x)<\infty$, then there is a T-invariant measure $\nu$ on $\Sigma$ such that $\mu=\pi_{*} \nu$ and $h(\mu)=h(\nu){ }^{19}$
$\langle\mathrm{G}\rangle$ If $I$ is a generating set for $X$ and $\mathcal{D}=\mathcal{D}(I):=\{w \in \mathcal{L} \mid u w v \in I$ for some $u, v \in \mathcal{L}\}$ has the property that $P(\mathcal{D}(I), \varphi)<P(\varphi)$, then $\mathcal{F}=I^{*}$ satisfies $\left[\left[\mathbf{I I}^{\prime}\right]\right.$.

[^11]$\langle\mathrm{H}\rangle$ If $\mathcal{F}$ satisfies $\left[\mathbf{I I}^{\prime}\right]$, then there is at least one equilibrium state $\mu$ that has the Gibbs property for $\varphi$ on $\mathcal{F}$.

Theorem 3.3 is proved in $\S 5$ and is illustrated by Figure 3.2. The properties involving $\mu$ in the last row of that figure are to hold for every ergodic $\mu$ with $h(\mu)+\int \varphi d \mu>P^{\prime}$, where $P^{\prime}$ is some threshold $<P(\varphi)$; in particular, they hold for every equilibrium state (since every ergodic component of an equilibrium state is itself an equilibrium state)..$^{20}$ The labels on the arrows indicate which part of Theorem 3.3 establishes the corresponding implication. Two arrows leading to a single property indicate an "and" relationship: both of the corresponding hypotheses are required to deduce the conclusion.


Figure 3.2. The logical structure of Theorem 3.3 , with conclusions (a) and (b) of Theorem 1.2 marked.

Corollary 3.4. Let $X$ be a two-sided shift space on a finite alphabet, and let $\varphi \in C_{\mathrm{h}}(X)$. Suppose $\mathcal{F} \subset \mathcal{L}(X)$ satisfies $\left[\left[\mathbf{I}_{0}\right],\left[\left[\mathbf{I I}^{\prime}\right]\right.\right.$, and $\left[\left[\mathbf{I I I}^{*}\right]\right.$, and let $\Sigma$ be the two-sided countable-state Markov shift given by (3.1)-(3.3). Then the 1-block code $\pi: \Sigma \rightarrow X$ defined by $(w, k) \mapsto w_{k}$ is 1-1, and conclusions (a) (b) of Theorem 1.2 hold. Moreover, $(X, \sigma, \varphi)$ has at least one equilibrium state satisfying the Gibbs property for $\varphi$ on $\mathcal{F}$.
Proof. Follows from parts $\langle\mathrm{A}\rangle,\langle\mathrm{B}\rangle,\langle\mathrm{C}\rangle,\langle\mathrm{D}\rangle$, and $\langle\mathrm{H}\rangle$ of Theorem 3.3
We remark that as in Theorem 3.3, the equilibrium state in Corollaries 3.4, 3.5, and 3.8 is in fact unique, but we need Theorem 3.9 to prove this.

Corollary 3.5. Let $X$ be a coded shift, and suppose $I$ is a uniquely decipherable generating set with $P(\mathcal{D}(I), \varphi)<P(\varphi)$ for some $\varphi \in C_{\mathrm{h}}(X)$. Let $\Sigma$ be the two-sided countable-state Markov shift defined in (3.2)-(3.3), and $\pi: \Sigma \rightarrow X$ the 1-block code defined there. Then there is $P^{\prime}<P(\varphi)$ such that if $\mu \in \mathcal{M}_{\sigma}(X)$ is ergodic and has $h(\mu)+\int \varphi d \mu>P^{\prime}$, then $\mu$-a.e. $x \in X$ has $\# \pi^{-1}(x)<\infty$. Moreover, $\pi$ is $1-1$ on $\operatorname{Per}(\Sigma, a)$ for every state a of $\Sigma$; conclusions (a) (b) of Theorem 1.2 hold; and $(X, \sigma, \varphi)$ has at least one equilibrium state satisfying the Gibbs property for $\varphi$ on $\mathcal{F}=I^{*}$.

[^12]Proof. Follows from parts $\langle\mathrm{G}\rangle,\langle\mathrm{B}\rangle,\langle\mathrm{C}\rangle,\langle\mathrm{D}\rangle,\langle\mathrm{E}\rangle,\langle\mathrm{F}\rangle$, and $\langle\mathrm{H}\rangle$ of Theorem 3.3 .
The following example shows that without condition $\left[\left[\right.\right.$ III $\left.^{*}\right]$ or unique decipherability, the coding map $\pi$ can fail to relate equilibrium states on $\Sigma$ to equilibrium states on $X$.
Example 3.6. Let $X \subset\{0,1\}^{\mathbb{Z}}$ be the SFT defined by forbidding the word 111 , and let $\mathcal{F}=\{0\} \cup\left\{w \in \mathcal{L}_{\geq 2}: w\right.$ neither starts nor ends with the word 11$\}$. Then $\mathcal{F}$ satisfies [ $\left[\mathbf{I}_{0}\right]$, we get $I=I(\mathcal{F})=\{0,01,10,101\}$ as the irreducible elements of $\mathcal{F}$, and $\mathcal{D}(I)$ is finite so $P(\mathcal{D}(I), \varphi)<P(\varphi)$ for all $\varphi \in C_{\mathrm{h}}(X)$. However, $010=(01)(0)=(0)(10) \in \mathcal{F}$ has two different 'factorisations'; in particular, $\pi^{-1}(x)$ is uncountable whenever $x$ contains infinitely many copies of the word 010. It is not hard to show that [[III*] fails and $h(\Sigma)>h(X)$.

For one-sided shift spaces, it turns out that injectivity (even on a set of full measure) is too much to ask for.
Example 3.7. Let $X \subset\{0,1\}^{\mathbb{N}}$ be the one-sided SFT defined by forbidding the word 11, and let $\mathcal{F}=\left\{w \in \mathcal{L}(X): w_{|w|} \neq 1\right\}$. One can easily check that $I=\{0,10\}$ and conditions $\left[\mathbf{I}_{0}\right],\left[\left[\mathbf{I I}^{\prime}\right]\right.$, and $\left[\mathbf{I I I}^{*}\right]$ are satisfied, but every $x \in X$ starting with the symbol 0 has two preimages under $\pi$.

Consequently, in the following version of Corollary 3.4 for one-sided shifts, we can only deduce the weaker version of injectivity given in (1.2).
Corollary 3.8. Let $X$ be a one-sided shift space on a finite alphabet, and let $\varphi \in C_{\mathrm{h}}(X)$. Suppose $\mathcal{F} \subset \mathcal{L}(X)$ satisfies $\left[\mathbf{I}_{0}\right]$, $\left[\mathbf{I I}^{\prime}\right]$, and $\left[\mathbf{I I I}^{*}\right]$, Let $\Sigma \subset A_{I}^{\mathbb{N U}\{0\}}$ be the one-sided countable-state Markov shift given by (3.1) -(3.3), and $\pi$ the 1-block code there. Then (1.2) holds (and thus the map $\pi$ is 1-1 on $\operatorname{Per}(\Sigma):=\bigcup_{n \in \mathbb{N}} \operatorname{Per}_{n}(\Sigma)$ ); conclusions (a) (b) of Theorem 1.2 hold; and $(X, \sigma, \varphi)$ has at least one equilibrium state satisfying the Gibbs property for $\varphi$ on $\mathcal{F}$.

Corollary 3.8 is proved in 85.6 . Now Theorem 1.2 follows from Theorem 3.1 and Corollaries 3.4 and 3.8. Theorem 1.3 is an immediate corollary of the following result, which differs from it only by clarifying that an even weaker injectivity property ${ }^{21}$ than (1.2) suffices to deduce everything except the precise value of the period; this allows it to be used with Corollary 3.5 to prove Theorem 1.8.
Theorem 3.9. Let $(X, \sigma)$ be a one- or two-sided shift space on a finite alphabet, and let $\varphi \in C_{\mathrm{h}}(X)$. Suppose that there is a topologically transitive countable-state Markov shift $(\Sigma, T)$ and a 1-block code $\pi: \Sigma \rightarrow X$ such that there is a state a for $\Sigma$ such that $\pi$ is 1-1 on $\operatorname{Per}_{n}(\Sigma, a)$ for all $n \in \mathbb{N}$, and in addition properties (a) (b) from Theorem 1.2 hold. Then $P_{G}(\varphi \circ \pi)=P(\varphi)$, and $(X, \varphi)$ has a unique equilibrium state $\mu$, which satisfies conclusions (iii) (vi) of Theorem 1.1. The period d in (iv) is a factor of $p=\operatorname{gcd}\left\{k: \operatorname{Per}_{k}(\Sigma) \neq \emptyset\right\}$, and $d=p$ if (1.2) holds ${ }^{[22}$ In the case when $X$ is two-sided, $(X, \varphi, \mu)$ is Bernoulli up to the period $d$.

Theorem 3.9 is proved in $₫ 6$ shifts. We use the results formulated by Cyr and Sarig [CS09, but the work of Young You98, You99] should certainly be mentioned here as well.

[^13]
## 4. Preparation for the proofs

4.1. Ergodic theorems. In the proof of Theorem 3.3, we will need mild strengthenings of the Birkhoff and Shannon-McMillan-Breiman ergodic theorems. These are general results that hold beyond the setting of this paper. Throughout this section, $(X, T, \mu)$ is any invertible ergodic measure-preserving transformation.

The Birkhoff ergodic theorem [Pet89, Theorem 2.2.3] says that if $f: X \rightarrow \mathbb{R}$ is an $L^{1}$ function, then for $\mu$-a.e. $x \in X$ and every $\varepsilon>0$ there is $N=N(x, \varepsilon)$ such that for all $n \geq N$ we have $\left|\frac{1}{n} S_{n} f(x)-\int f d \mu\right|<\varepsilon$. We start with an elementary lemma.

Lemma 4.1. For all $(X, T, \mu)$ as above, all $f \in L^{1}(X, \mu)$, and $\mu$-a.e. $x$, the function $\tilde{f}_{n}(x)=\max \left\{\left|f\left(T^{k} x\right)\right| \mid-n \leq k \leq n\right\}$ satisfies $\lim _{n \rightarrow \infty} \frac{1}{n} \tilde{f}_{n}(x)=0$.

Proof. By Birkhoff's ergodic theorem, $\mu$-a.e. $x$ has the property that $\frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{k} x\right)$ and $\frac{1}{n} \sum_{k=0}^{n-1} f\left(T^{-k} x\right)$ both converge; each such $x$ has $\frac{1}{n} f\left(T^{n} x\right) \rightarrow 0$ and $\frac{1}{n} f\left(T^{-n} x\right) \rightarrow 0$. Let $k_{n} \in[-n, n]$ be such that $\tilde{f}_{n}(x)=f\left(T^{k_{n}} x\right)$. If there is $K \in \mathbb{N}$ such that $\left|k_{n}\right| \leq K$ for all $n$, then $\frac{1}{n}\left|\tilde{f}_{n}(x)\right| \leq \frac{1}{n}\left|\tilde{f}_{K}(x)\right| \rightarrow 0$. If there is no such $K$, then $\left|k_{n}\right| \rightarrow \infty$ since it is nondecreasing, and since $\left|k_{n}\right| \leq n$ we get $\frac{1}{n}\left|\tilde{f}_{n}(x)\right| \leq\left|f\left(T^{k_{n}} x\right) / k_{n}\right| \rightarrow 0$.
Theorem 4.2. If $(X, T, \mu)$ is an invertible ergodic measure-preserving transformation and $f: X \rightarrow \mathbb{R}$ is an $L^{1}$ function, then for $\mu$-a.e. $x \in X$ and every $\varepsilon>0$ there is $N=N(x, \varepsilon)$ such that for all $n \geq N$ and $\ell \in[0, n]$ we have $\left|\frac{1}{n} S_{n} f\left(T^{-\ell} x\right)-\int f d \mu\right|<\varepsilon$.

Proof. Without loss of generality assume that $\int f d \mu=0$ (else replace $f$ by $f-\int f d \mu$ ). Applying Birkhoff's theorem to $T$ and $T^{-1}$, for every $0<\varepsilon<1$ and $\mu$-a.e. $x \in X$ there is $N_{0} \in \mathbb{N}$ such that for all $n \geq N_{0}$ we have $\left|S_{n} f(x)\right|<n \varepsilon / 2$ and $\left|S_{n}\left(f^{-n} x\right)\right|<n \varepsilon / 2$. Let $M=\max \left(1, \tilde{f}_{N_{0}}(x)\right)$ and $N=2 M N_{0} / \varepsilon$. Given $n \geq N$ and $\ell \in[0, n]$, we are in one of the following three cases: (i) $\ell, n-\ell \geq N_{0}$; (ii) $\ell<N_{0}$ and $n-\ell \geq N-N_{0} \geq M N_{0} / \varepsilon \geq N_{0}$; (iii) $n-\ell<N_{0}$ and $\ell \geq M N_{0} / \varepsilon \geq N_{0}$. In the first case our choice of $N_{0}$ gives

$$
\left|S_{n} f\left(T^{-\ell} x\right)\right| \leq\left|S_{\ell} f\left(T^{-\ell} x\right)\right|+\left|S_{n-\ell} f(x)\right|<\ell \varepsilon / 2+(n-\ell) \varepsilon / 2=n \varepsilon / 2<n \varepsilon .
$$

In the second case our definition of $M$ and $N$ gives $N_{0} M=N \varepsilon / 2 \leq n \varepsilon / 2$, so

$$
\left|S_{n} f\left(T^{-\ell} x\right)\right| \leq\left|S_{\ell} f\left(T^{-\ell} x\right)\right|+\left|S_{n-\ell} f(x)\right|<N_{0} M+(n-\ell) \varepsilon / 2 \leq n \varepsilon
$$

and the third case is similar, which proves the theorem.
Given a countable (or finite) measurable partition $\alpha$ of $X$, write $\alpha(x)$ for the partition element containing $x$, and for integers $i<j$, write $\alpha_{i}^{j}=\bigvee_{k=i}^{j-1} T^{-k} \alpha$. Recall that

$$
H_{\mu}(\alpha):=\sum_{A \in \alpha}-\mu(A) \log \mu(A), \quad h_{\mu}(\alpha, T):=\lim _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\alpha_{0}^{n}\right) .
$$

The Shannon-McMillan-Breiman theorem [Pet89, Theorem 6.2.3] says that if $H_{\mu}(\alpha)<\infty$, then for $\mu$-a.e. $x \in X$ and every $\varepsilon>0$ there is $N=N(x, \varepsilon)$ such that for all $n \geq N$ we have $\left|-\frac{1}{n} \log \mu\left(\alpha_{0}^{n}(x)\right)-h_{\mu}(\alpha, T)\right|<\varepsilon$.
Theorem 4.3. If $(X, T, \mu)$ is an invertible ergodic measure-preserving transformation and $\alpha$ is a countable measurable partition with $H_{\mu}(\alpha)<\infty$, then for $\mu$-a.e. $x \in X$ and every
$\varepsilon>0$ there is $N=N(x, \varepsilon)$ such that for all $n \geq N$ and $\ell \in[0, n]$ we have

$$
\begin{equation*}
\left|-\frac{1}{n} \log \mu\left(\alpha_{-\ell}^{n-\ell}(x)\right)-h_{\mu}(\alpha, T)\right|<\varepsilon . \tag{4.1}
\end{equation*}
$$

Proof. We adapt the standard argument to get the Shannon-McMillan-Breiman theorem from Birkhoff's theorem Pet89, Theorem 6.2.3], using Theorem 4.2 where necessary.

Let $I_{n}(x)=-\log \mu\left(\alpha_{0}^{n}(x)\right)$ and $f_{n}(x)=I_{n}(x)-I_{n-1}(T x)=-\log \left(\frac{\mu\left(\alpha_{0}^{n}(x)\right)}{\mu\left(\alpha_{1}^{n}(x)\right)}\right)$. Note that $I_{n}, f_{n} \geq 0$. Then $f^{*}:=\sup _{n \geq 1} f_{n} \in L^{1}$ Pet89, Corollary 6.2.2], and as shown in the proof of [Pet89, Theorem 6.2.3], we have $f_{n} \rightarrow f \geq 0$ both pointwise a.e. and in $L^{1}$, where $f$ is an $L^{1}$ function such that $\int f d \mu=h_{\mu}(\alpha, T)$. Moreover, iterating the relation $I_{n}=f_{n}+I_{n-1} \circ T$ gives $I_{n}=f_{n}+f_{n-1} \circ T+I_{n-2} \circ T^{2}=\cdots=\sum_{k=0}^{n-1} f_{n-k} \circ T^{k}$, and so

$$
\begin{equation*}
-\frac{1}{n} \log \mu\left(\alpha_{-\ell}^{n-\ell}(x)\right)=\frac{1}{n} I_{n}\left(T^{-\ell} x\right)=\frac{1}{n} S_{n} f\left(T^{-\ell} x\right)+\frac{1}{n} \sum_{k=0}^{n-1}\left(f_{n-k}-f\right)\left(T^{k-\ell} x\right) . \tag{4.2}
\end{equation*}
$$

By Theorem 4.2, for $\mu$-a.e. $x$ and every $\varepsilon>0$ there is $N$ such that for all $n \geq N$, we have

$$
\left|\frac{1}{n} S_{n} f\left(T^{-\ell} x\right)-h_{\mu}(\alpha, T)\right|=\left|\frac{1}{n} S_{n} f\left(T^{-\ell} x\right)-\int f d \mu\right| \leq \frac{\varepsilon}{2} .
$$

Thus to prove (4.1) it suffices to find $N^{\prime}$ such that for all $n \geq N^{\prime}$ and $0 \leq \ell \leq n$, we have

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-1}\left|\left(f_{n-k}-f\right)\left(T^{k-\ell} x\right)\right|<\frac{\varepsilon}{2} \tag{4.3}
\end{equation*}
$$

Given $m \in \mathbb{N}$, let $F_{m}=\sup _{j \geq m}\left|f_{j}-f\right|$. Then $0 \leq F_{m} \leq f^{*}+f \in L^{1}$, and $F_{m} \rightarrow 0$ pointwise a.e., so by the dominated convergence theorem there is $m$ such that $0 \leq \int F_{m} d \mu<\varepsilon / 4$. We control the part of the sum in 4.3 with $k \leq n-m$ by applying Theorem 4.2 to $F_{m}$, obtaining $N_{1} \in \mathbb{N}$ such that for all $n \geq N_{1}$ and $\ell \in[0, n]$ we have

$$
\begin{equation*}
\frac{1}{n} \sum_{k=0}^{n-m}\left|\left(f_{n-k}-f\right)\left(T^{k-\ell} x\right)\right| \leq \frac{1}{n} \sum_{k=0}^{n-m} F_{m}\left(T^{k-\ell} x\right)<\frac{\varepsilon}{4} . \tag{4.4}
\end{equation*}
$$

To control the part of the sum with $k>n-m$, note that $\left|f_{n-k}-f\right| \leq g:=f^{*}+f \in L^{1}$ for all $k$, so by Lemma 4.1 we have

$$
\frac{1}{n} \sum_{k=n-m+1}^{n-1}\left|\left(f_{n-k}-f\right)\left(T^{k-\ell} x\right)\right| \leq \frac{1}{n} \sum_{k=n-m+1}^{n-1}\left(f^{*}+f\right)\left(T^{k-\ell} x\right) \leq \frac{m}{n} \tilde{g}_{n}(x) \rightarrow 0
$$

as $n \rightarrow \infty$ since $m$ is fixed. Choosing $N_{2} \in \mathbb{N}$ such that $\frac{m}{n} \tilde{g}_{n}(x)<\varepsilon / 4$ for all $n \geq N_{2}$, we can add this to (4.4) and obtain (4.3) for all $n \geq N^{\prime}:=\max \left(N_{1}, N_{2}\right)$ and $0 \leq \ell \leq n$.
4.2. Bounded distortion and counting estimates. Now we return to the setting of symbolic dynamics. Let $X$ be a one- or two-sided shift space, and $\mathcal{L}$ its language. Given $\beta>0$ and $\varphi \in C^{\beta}(X)$, we see that for every $w \in \mathcal{L}_{n}$ and every $x, y \in[w]$, 2.5) yields $\left|\varphi\left(\sigma^{k} x\right)-\varphi\left(\sigma^{k} y\right)\right| \leq|\varphi|_{\beta} e^{-\beta \min (k, n-k)}$ for all $0 \leq k<n$, so that in particular

$$
\begin{equation*}
\left|S_{n} \varphi(x)-S_{n} \varphi(y)\right| \leq 2|\varphi|_{\beta} \sum_{j=0}^{\infty} e^{-\beta j}=:|\varphi|_{\mathrm{d}}<\infty . \tag{4.5}
\end{equation*}
$$

This can be thought of as a bounded distortion condition, and we think of $|\varphi|_{d}$ as the bound on distortion of $S_{n} \varphi$ within an $n$-cylinder.

It follows from (4.5) that for every $v, w \in \mathcal{L}$ such that $v w \in \mathcal{L}$, we have

$$
\begin{equation*}
\hat{\varphi}(v)+\hat{\varphi}(w)-|\varphi|_{\mathrm{d}} \leq \hat{\varphi}(v w) \leq \hat{\varphi}(v)+\hat{\varphi}(w) . \tag{4.6}
\end{equation*}
$$

(The upper bound is immediate from (2.1).)
In the proofs of both Theorems 3.1 and 3.3 , we will need various estimates on partition sums over $\mathcal{L}$ and over $\mathcal{G}$. We start with the general observation that given $\mathcal{C}, \mathcal{D} \subset \mathcal{L}$ and $m, n \in \mathbb{N}$, the bound $\hat{\varphi}(u v) \leq \hat{\varphi}(u)+\hat{\varphi}(v)$ gives

$$
\begin{equation*}
\Lambda_{m+n}\left(\mathcal{C}_{m} \mathcal{D}_{n} \cap \mathcal{L}, \varphi\right) \leq \sum_{u \in \mathcal{C}_{m}} \sum_{v \in \mathcal{D}_{n}} e^{\hat{\varphi}(u)} e^{\hat{\varphi}(v)}=\Lambda_{m}(\mathcal{C}, \varphi) \Lambda_{n}(\mathcal{D}, \varphi) ; \tag{4.7}
\end{equation*}
$$

this will be used in several places, as will the following consequence.
Lemma 4.4. Given $\mathcal{C}, \mathcal{D} \subset \mathcal{L}$, we have $P(\mathcal{C D} \cap \mathcal{L}, \varphi) \leq \max \{P(\mathcal{C}, \varphi), P(\mathcal{D}, \varphi)\}$. Thus if $\mathcal{G}$ satisfies [[II] then $P(\mathcal{G}, \varphi)=P(\varphi)$, and if $\mathcal{F}$ satisfies [[II'] then $P(\mathcal{F}, \varphi)=P(\varphi)$.
Proof. Let $P^{\prime}>\max \{P(\mathcal{C}, \varphi), P(\mathcal{D}, \varphi)\}$ be arbitrary; then there is $C>0$ such that $\Lambda_{k}(\mathcal{C}, \varphi) \leq C e^{k P^{\prime}}$ and $\Lambda_{\ell}(\mathcal{D}, \varphi) \leq C e^{\ell P^{\prime}}$ for all $k, \ell \in \mathbb{N}$, and 4.7) gives

$$
\Lambda_{n}(\mathcal{C D} \cap \mathcal{L}, \varphi) \leq \sum_{k=0}^{n} \Lambda_{k}(\mathcal{C}, \varphi) \Lambda_{n-k}(\mathcal{D}, \varphi) \leq \sum_{k=0}^{n}\left(C e^{k P^{\prime}}\right)\left(C e^{(n-k) P^{\prime}}\right)=(n+1) C^{2} e^{n P^{\prime}}
$$

so $P(\mathcal{C D} \cap \mathcal{L}, \varphi) \leq P^{\prime}$. Sending $P^{\prime} \searrow \max \{P(\mathcal{C}, \varphi), P(\mathcal{D}, \varphi)\}$ completes the proof.
The following are similar to estimates appearing in [CT12, Lemmas 5.1-5.4] and [CT13, Section 5]. The chief difference here is that we may have $\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}} \neq \emptyset$, but because the pressure of this collection is controlled, we get the same results.

Lemma 4.5. Let $X$ be a shift space on a finite alphabet and $\varphi \in C_{\mathrm{h}}(X)$. Let $\mathcal{G} \subset \mathcal{L}(X)$ be such that [IT] and [IIT] hold. Then there is $Q_{2}>0$ such that for every $n$ we have

$$
\begin{equation*}
e^{n P(\varphi)} \leq \Lambda_{n}(\varphi) \leq Q_{2} e^{n P(\varphi)} \tag{4.8}
\end{equation*}
$$

Furthermore, there are $Q_{3}>0$ and $N, n_{0} \in \mathbb{N}$ such that for every $n \geq n_{0}$ there is $j \in$ ( $n-N, n$ ] with

$$
\begin{equation*}
\Lambda_{j}(\mathcal{G}, \varphi) \geq Q_{3} e^{j P(\varphi)} \tag{4.9}
\end{equation*}
$$

Proof. For the first inequality in (4.8), we start by observing that $\mathcal{L}_{k n} \subset \mathcal{L}_{n} \mathcal{L}_{n} \cdots \mathcal{L}_{n}$ ( $k$ times), and so by iterating (4.7) we get

$$
\begin{equation*}
\Lambda_{k n}(\varphi) \leq \Lambda_{n}(\varphi)^{k}, \tag{4.10}
\end{equation*}
$$

which yields $\frac{1}{k n} \log \Lambda_{k n}(\varphi) \leq \frac{1}{n} \log \Lambda_{n}(\varphi)$. Sending $k \rightarrow \infty$ gives the first half of 4.8). Next we use $[\mathbf{I}]$ and (4.5) to prove that there is $C>0$, independent of $n$, such that

$$
\begin{equation*}
\Lambda_{n}(\mathcal{G}, \varphi) \leq C e^{n P(\varphi)} \tag{4.11}
\end{equation*}
$$

for every $n$; then we use (4.11) and $[\mathbf{I I}]$ to prove the second half of (4.8).
By [II] there is a map $\pi: \mathcal{G}_{m} \times \mathcal{G}_{n} \rightarrow \mathcal{G}$ given by $\pi(v, w)=v u w$, where $u \in \mathcal{L}$ depends on $v, w$ but always satisfies $|u| \leq \tau$. Iterating and abusing notation slightly gives a map $\pi:\left(\mathcal{G}_{n}\right)^{k} \rightarrow \mathcal{G}$ of the form $\pi\left(v^{1}, \ldots, v^{k}\right)=v^{1} u^{1} v^{2} \cdots u^{k-1} v^{k}$. This map may not be injective
but we can control its multiplicity by observing that each $u^{i}$ has length in $\{0, \ldots, \tau\}$, and so $\# \pi^{-1}(w) \leq(\tau+1)^{k-1}$. Truncating $\pi(w)$ to the first $k n$ symbols gives a map $\hat{\pi}:\left(\mathcal{G}_{n}\right)^{k} \rightarrow \mathcal{L}_{n k}$; because we delete at most $k \tau$ symbols, the multiplicity of this truncation map is $\leq(\# A+1)^{k \tau}$. Thus for each $w \in \mathcal{L}_{n k}$ we have $\# \hat{\pi}^{-1}(w) \leq(\tau+1)^{k-1}(\# A+1)^{k \tau}$.

Furthermore, (4.6) yields

$$
\hat{\varphi}\left(v^{1} u^{1} \cdots u^{k-1} v^{k}\right) \geq \hat{\varphi}\left(v^{1}\right)+\cdots+\hat{\varphi}\left(v^{k}\right)-k\left(\tau\|\varphi\|+|\varphi|_{\mathrm{d}}\right),
$$

and since truncation deletes at most $k \tau$ symbols, we have

$$
\hat{\varphi}\left(\hat{\pi}\left(v^{1}, \ldots, v^{k}\right)\right) \geq \hat{\varphi}\left(v^{1}\right)+\cdots+\hat{\varphi}\left(v^{k}\right)-C^{\prime} k
$$

for some $C^{\prime}$ independent of $n, k, v^{1}, \ldots, v^{k}$. It follows that

$$
\begin{aligned}
\Lambda_{k n}(\varphi) & \geq(\tau+1)^{-k}(\# A+1)^{-k \tau} e^{-C^{\prime} k} \Lambda_{n}(\mathcal{G}, \varphi)^{k}, \\
\frac{1}{k n} \log \Lambda_{k n}(\varphi) & \geq \frac{1}{n} \log \Lambda_{n}(\mathcal{G}, \varphi)-\frac{1}{n}\left(C^{\prime}+\log (\tau+1)+\tau \log (\# A+1)\right) .
\end{aligned}
$$

Sending $k \rightarrow \infty$ gives 4.11).
By condition [[II] there is $\varepsilon>0$ and $K>0$ such that

$$
\begin{align*}
\Lambda_{n}\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}}, \varphi\right) & \leq K e^{n(P(\varphi)-\varepsilon)},  \tag{4.12}\\
\Lambda_{n}\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}, \varphi\right) & \leq K e^{n(P(\varphi)-\varepsilon)} \tag{4.13}
\end{align*}
$$

for all $n$. From 4.13) we get $\Lambda_{n}(\varphi) \leq \Lambda_{n}\left(\mathcal{C}^{\text {P }} \mathcal{G C}^{\text {s }}, \varphi\right)+K e^{n(P(\varphi)-\varepsilon)}$, so it suffices to prove the upper bound in (4.8) for $\Lambda_{n}\left(\mathcal{C}^{\mathrm{P}} \mathcal{G C}^{\mathrm{s}}, \varphi\right)$.

Write $a_{j}=\Lambda_{j}(\mathcal{G}, \varphi) e^{-j P(\varphi)}$, and observe that $a_{j} \leq C$ by (4.11). Since every word $x \in\left(\mathcal{C}^{\mathrm{P}} \mathcal{G C}^{\mathrm{s}}\right)_{n}$ can be decomposed as $x=u v w$ where $u \in \mathcal{C}^{\mathrm{p}}, v \in \mathcal{G}$, and $w \in \mathcal{C}^{\mathrm{S}}$, we have

$$
\begin{align*}
& \Lambda_{n}\left(\mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}, \varphi\right) \leq \sum_{i+j+k=n} \Lambda_{i}\left(\mathcal{C}^{\mathrm{p}}, \varphi\right) \Lambda_{j}(\mathcal{G}, \varphi) \Lambda_{k}\left(\mathcal{C}^{\mathrm{s}}, \varphi\right) \\
& \quad \leq K^{2} \sum_{i+j+k=n} e^{i(P(\varphi)-\varepsilon)} a_{j} e^{j P(\varphi)} e^{k(P(\varphi)-\varepsilon)}  \tag{4.14}\\
& \quad=K^{2} e^{n P(\varphi)} \sum_{i+j+k=n} a_{j} e^{-(i+k) \varepsilon}=K^{2} e^{n P(\varphi)} \sum_{m=0}^{n} a_{n-m}(m+1) e^{-m \varepsilon} .
\end{align*}
$$

Because $a_{n-m} \leq C$ and $\sum_{m \geq 0}(m+1) e^{-m \varepsilon}<\infty$, this proves the second half of (4.8).
Finally, we use (4.13) and (4.14) to show (4.9). Note that it suffices to produce $j \in$ ( $n-N, n]$ with $a_{j} \geq Q_{3}$. Using (4.13), (4.14) and the first half of (4.8), we have

$$
e^{n P(\varphi)}-K e^{n(P(\varphi)-\varepsilon)} \leq \Lambda_{n}\left(\mathcal{C}^{\mathrm{p}} \mathcal{G} \mathcal{C}^{\mathrm{s}}, \varphi\right) \leq K^{2} e^{n P(\varphi)} \sum_{m=0}^{n} a_{n-m}(m+1) e^{-m \varepsilon}
$$

which yields $\frac{1}{2} \leq 1-K e^{-n \varepsilon} \leq K^{2} \sum_{m=0}^{n} a_{n-m}(m+1) e^{-m \varepsilon}$ whenever $n \geq n_{0}$, where $n_{0}$ is chosen such that $K e^{-n_{0} \varepsilon}<\frac{1}{2}$. Thus we can use the inequality $a_{n-m} \leq Q_{2}$ to get

$$
\frac{1}{2} K^{-2} \leq \sum_{m=0}^{N-1} a_{n-m}(m+1) e^{-m \varepsilon}+\sum_{m \geq N} Q_{2}(m+1) e^{-m \varepsilon}
$$

Let $N$ be large enough that $K^{\prime}:=\frac{1}{2} K^{-2}-Q_{2} \sum_{m \geq N}(m+1) e^{-m \varepsilon}>0$, and let $Q_{3}>0$ be small enough that $(m+1) e^{-m \varepsilon} \leq K^{\prime} /\left(N Q_{3}\right)$ for all $m \geq 0$. Then

$$
\frac{K^{\prime}}{N Q_{3}} \sum_{m=0}^{N-1} a_{n-m} \geq \sum_{m=0}^{N-1} a_{n-m}(m+1) e^{-m \varepsilon} \geq K^{\prime} \quad \Rightarrow \quad \frac{1}{N} \sum_{m=0}^{N-1} a_{n-m} \geq Q_{3},
$$

so there is $0 \leq m<N$ with $a_{n-m} \geq Q_{3}$, which completes the proof of Lemma 4.5 .
Lemma 4.5 leads to the following bound. Given $v \in \mathcal{L}_{k}$ and $1 \leq i \leq n-k$, consider

$$
\begin{equation*}
\mathcal{H}_{n}(v, i)=\left\{w \in \mathcal{L}_{n} \mid w_{[i, i+k)}=v\right\}, \tag{4.15}
\end{equation*}
$$

the set of words where $v$ appears starting in index $i$, but the entries of $w$ before $i$ and after $i+k$ are free to vary (this is the finite-length analogue of a cylinder set). We will mostly be interested in the case when $v \in \mathcal{G}$. We will also need to consider

$$
\begin{equation*}
\mathcal{G}^{+}=\left\{w_{[1, i]}: w \in \mathcal{G}, 1 \leq i \leq|w|\right\} \quad \text { and } \quad \mathcal{H}^{+}(v)=\mathcal{G}^{+} \cap v \mathcal{L} . \tag{4.16}
\end{equation*}
$$

We have the following non-stationary version of the Gibbs property (for the measuretheoretic equivalent, see [CT13, §5.2] and \$2.2.1).
Proposition 4.6. If $\mathcal{G}$ satisfies [ [I]] and [IT], then there is $Q_{4}>0$ such that for every $1 \leq i \leq i+k \leq n$, we have

$$
\begin{align*}
& \Lambda_{n}\left(\mathcal{H}_{n}(v, i), \varphi\right) \leq Q_{4} e^{(n-k) P(\varphi)+\hat{\varphi}(v)} \quad \text { for every } v \in \mathcal{L}_{k} \\
& \Lambda_{n}\left(\mathcal{H}_{n}(v, i), \varphi\right) \geq Q_{4}^{-1} e^{(n-k) P(\varphi)+\hat{\varphi}(v)} \text { for every } v \in \mathcal{G}_{k} \tag{4.17}
\end{align*}
$$

and similarly, for every $1 \leq k \leq n$, we have

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) \geq Q_{4}^{-1} e^{(n-k) P(\varphi)+\hat{\varphi}(v)} \text { for every } v \in \mathcal{G}_{k}^{+} \tag{4.18}
\end{equation*}
$$

Proof. For the upper bound in (4.17), observe that 4.7) gives

$$
\Lambda_{n}\left(\mathcal{H}_{n}(v, i), \varphi\right) \leq \Lambda_{i}(\mathcal{L}, \varphi) e^{\hat{\varphi}(v)} \Lambda_{n-(i+k)}(\mathcal{L}, \varphi),
$$

and using (4.8) gives $\Lambda_{n}\left(\mathcal{H}_{n}(v, i), \varphi\right) \leq\left(Q_{2}\right)^{2} e^{(n-k) P(\varphi)} e^{\hat{\varphi}(v)}$.


Figure 4.1. Estimating $\Lambda_{n}\left(\mathcal{H}_{n}(v, i)\right)$.
For the lower bound in (4.17), we use the usual specification argument. Let $N, n_{0}, Q_{3}$ be as in Lemma 4.5, and let $c=\max \left(n_{0}, \tau\right)$. We start by considering the case when $i \geq c$ and $i+k \leq n-c$, illustrated in Figure 4.1. By Lemma 4.5, for every such $i, k, n$, there are $p, q \in \mathbb{N}$ such that

$$
\begin{align*}
& \Lambda_{p}(\mathcal{G}, \varphi) \geq Q_{3} e^{p P(\varphi)} \text { and } p \in[i, i+N],  \tag{4.19}\\
& \Lambda_{q}(\mathcal{G}, \varphi) \geq Q_{3} e^{q P(\varphi)} \text { and } i+k+q \in[n, n+N] .
\end{align*}
$$

Let $w^{1} \in \mathcal{G}_{p}$ and $w^{2} \in \mathcal{G}_{q}$ be arbitrary. Then by $[\mathbf{I}]$ there are $u^{1}, u^{2} \in \mathcal{L}$ with $\left|u^{j}\right| \leq \tau$ such that $w^{1} u^{1} v u^{2} w^{2} \in \mathcal{G}$. Note that $\left|w^{1} u^{1}\right| \in[i, i+N+\tau]$, and so by truncating at most $\tau+N$ symbols from the beginning and end of $w^{1} u^{1} v u^{2} w^{2}$, we obtain a word $T\left(w^{1}, w^{2}\right) \in \mathcal{H}_{n}(v, i)$ with the property that the first $i-\left|u^{1}\right|$ symbols of $T\left(w^{1}, w^{2}\right)$ match the last $i-\left|u^{1}\right|$ symbols of $w^{1}$, and similarly for the end of $T\left(w^{1}, w^{2}\right)$ and the beginning of $w^{2}$.

This defines a map $T: \mathcal{G}_{p} \times \mathcal{G}_{q} \rightarrow \mathcal{H}_{n}(v, i)$. Note that

$$
\begin{align*}
\hat{\varphi}\left(T\left(w^{1}, w^{2}\right)\right) & \geq \hat{\varphi}\left(w^{1} u^{1} v u^{2} w^{2}\right)-(2 N+2 \tau)\|\varphi\|  \tag{4.20}\\
& \geq \hat{\varphi}\left(w^{1}\right)+\hat{\varphi}(v)+\hat{\varphi}\left(w^{2}\right)-(2 N+4 \tau)\|\varphi\|-2|\varphi|_{\mathrm{d}}
\end{align*}
$$

Moreover, since $\left|u^{1}\right|,\left|u^{2}\right| \in\{0, \ldots, \tau\}$ and truncation removes at most $2(N+\tau)$ symbols from $w^{1} u^{1} v u^{2} w^{2}$, each word in $\mathcal{H}_{n}(v, i)$ has at most $(\tau+1)^{2}(\# A+1)^{2(N+\tau)}$ preimages under the map $T$. Thus there is $C>0$, independent of $n, v, i$, such that

$$
\begin{aligned}
\Lambda_{n}\left(\mathcal{H}_{n}(v, i)\right) & \geq(\tau+1)^{-2}(\# A+1)^{-2(N+\tau)} \sum_{w^{1} \in \mathcal{G}_{p}} \sum_{w^{2} \in \mathcal{G}_{q}} e^{\hat{\varphi}\left(T\left(w^{1}, w^{2}\right)\right)} \\
& \geq C \sum_{w^{1} \in \mathcal{G}_{p}} \sum_{w^{2} \in \mathcal{G}_{q}} e^{\hat{\varphi}\left(w^{1}\right)} e^{\hat{\varphi}(v)} e^{\hat{\varphi}\left(w^{2}\right)} \geq C\left(Q_{3}\right)^{2} e^{\hat{\varphi}(v)} e^{-(n-k) P(\varphi)},
\end{aligned}
$$

where the first inequality uses the multiplicity bound, the second uses 4.20, and the third uses (4.19). This proves the lower bound in (4.17) as long as $i \geq c$ and $i+k \leq n-c$. If $i<c$ then we dispense with $\mathcal{G}_{p}$ and define $T: \mathcal{G}_{q} \rightarrow \mathcal{H}_{n}(v, i)$ by $T(w)=\left(u^{1} v u^{2} w\right)_{[1, n]}$, where $u^{2}$ comes from $[\mathbf{I}]$ and $u^{1} \in \mathcal{L}_{i-1}$ is any word such that $u^{1} v u^{2} w \in \mathcal{L}$. The rest of the proof proceeds as above, and the case $i+k>n-c$ is similar. Finally, the lower bound in 4.18) for $\Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right)$ proceeds as in the case $i=1$, taking $u^{1}$ to be the empty word and noting that $T(w)=\left(v u^{2} w\right)_{[1, n]} \in \mathcal{G}^{+}$since $v u^{2} w \in \mathcal{G}$ by $[\mathbf{I}]$, and hence $T(w) \in \mathcal{H}^{+}(v)$.

We need one more counting estimate that we will use in the proof of Theorem 3.3, which strengthens (4.9) when $[\mathbf{I}]$ is replaced with $\left[\mathbf{I}_{0}\right]$ ].
Lemma 4.7. Suppose that $\mathcal{F}$ satisfies $\left[\left[\mathbf{I}_{0}\right]\right.$ and $[\mathbf{[ I I}]$, and let $d=\operatorname{gcd}\{|w| \mid w \in \mathcal{F}\}$. Then there is $Q_{5}>0$ such that $\Lambda_{n d}(\mathcal{F}, \varphi) \geq Q_{5} e^{\text {ndP }}(\varphi)$ for all sufficiently large $n$.
Proof. Replacing $\sigma$ with $\sigma^{d}$, we assume without loss of generality that $\operatorname{gcd}\{|w| \mid w \in \mathcal{F}\}=1$, so there is $m \in \mathbb{N}$ such that for every $n \geq m$ we have $n=\sum_{i=1}^{k} a_{i}\left|w^{i}\right|$ for some $a_{i} \in \mathbb{N}$ and $w^{i} \in \mathcal{F}$. Write $\left(w^{i}\right)^{a_{i}}$ for the word $w^{i}$ repeated $a^{i}$ times and note that by $\left[\mathbf{I}_{0}\right]$ we have $w:=\left(w^{1}\right)^{a_{1}} \cdots\left(w^{k}\right)^{a_{k}} \in \mathcal{F}$, and $|w|=n$. Thus $\mathcal{F}_{n}$ is non-empty for every $n \geq m$.

Now by (4.9) there are $n_{0}, N \in \mathbb{N}$ and $Q_{3}>0$ such that for every $n \geq n_{0}+m$ there is $j \in(n-m-N, n-m]$ with

$$
\begin{equation*}
\Lambda_{j}(\mathcal{F}, \varphi) \geq Q_{3} e^{j P(\varphi)} \geq Q_{3} e^{-(m+N) P(\varphi)} e^{n P(\varphi)} \tag{4.21}
\end{equation*}
$$

Since $n-j \in[m, m+N)$, by the definition of $m$ there is $w \in \mathcal{F}_{n-j}$; note that $|\hat{\varphi}(w)| \leq$ $(n-j)\|\varphi\| \leq(m+N)\|\varphi\|$. Now we can use $\left[\mathbf{I}_{0}\right]$ to get

$$
\Lambda_{n}(\mathcal{F}, \varphi) \geq \sum_{v \in \mathcal{F}_{j}} e^{\hat{\varphi}(v w)} \geq e^{-\hat{\varphi}(w)-|\varphi|_{\mathrm{d}}} \sum_{v \in \mathcal{F}_{j}} e^{\hat{\varphi}(v)} \geq e^{-\|\varphi\|(m+N)-|\varphi|_{d}} \Lambda_{j}(\mathcal{F}, \varphi),
$$

where the second inequality uses the first half of 4.6). Together with 4.21), this completes the proof of Lemma 4.7.

## 5. Proof of Theorem 3.3 and Corollary 3.8

Throughout this section, $X$ will be a two-sided shift space, $\mathcal{L}$ its language, and $\mathcal{F} \subset \mathcal{L}$ will satisfy $\left[\left[\mathbf{I}_{0}\right]\right]$ so that $I=\mathcal{F} \backslash \mathcal{F F}$ has $I^{*}=\mathcal{F} \subset \mathcal{L}$. Let $\Sigma$ be the countable-state Markov shift constructed in $\S 3, T: \Sigma \rightarrow \Sigma$ the shift map, and $\pi: \Sigma \rightarrow X$ the one-block code given there. We will denote a typical element of $\Sigma$ by $\mathbf{z}=\left\{\mathbf{z}_{j}\right\}_{j \in \mathbb{Z}}$, where each $\mathbf{z}_{j}$ is of the form $(w, k)$ for some $w \in I, 1 \leq k \leq|w|$.

The list of items to prove in Theorem 3.3 was illustrated in (??). In $\$ 5.1$ we prove $\langle\mathrm{A}\rangle$ and $\langle\mathrm{B}\rangle$ in $\S 5.2$ we prove $\langle\mathrm{C}\rangle$ in $\$ 5.3$ we prove $\langle\mathrm{D}\rangle$ in $\$ 5.4$ we prove $\langle\mathrm{E}\rangle$ and $\langle\mathrm{F}\rangle$; in $\$ 5.5$ we prove $\langle\mathrm{G}\rangle$ and $\langle\mathrm{H}\rangle$, Corollary 3.8 is proved in $\$ 5.6$.

## 5.1. $\mathcal{F}$-marking sets, injectivity of $\pi$, and unique decipherability.

Proposition 5.1. If $\mathcal{F}$ satisfies [III*], then $\pi: \Sigma \rightarrow X$ is injective.
Proposition 5.2. The set $I$ is uniquely decipherable if and only if $\pi$ is $1-1$ on $\operatorname{Per}(\Sigma, a)$ for every $a \in A_{I}$.

This section proves Propositions 5.1 and 5.2 , which are $\langle\mathrm{A}\rangle$ and $\langle\mathrm{B}\rangle$, respectively. First we set up some terminology. Say that a (finite or infinite) set $J \subset \mathbb{Z}$ is $\mathcal{F}$-marking for $x \in X$ if $x_{[i, j)} \in \mathcal{F}$ for all $i, j \in J$ with $i<j$. Call $i, j \in J$ consecutive if $k \notin J$ for all $k$ between $i$ and $j$. We record some immediate consequences of $\left[\mathbf{I}_{0}\right]$ as a lemma.

Lemma 5.3. $J \subset \mathbb{Z}$ is $\mathcal{F}$-marking for $x$ if and only if $x_{[i, j)} \in \mathcal{F}$ for all consecutive indices $i<j$ in J. In particular, the following are equivalent.
(1) $J$ is $\mathcal{F}$-marking.
(2) There are $a_{k} \rightarrow-\infty$ and $b_{k} \rightarrow \infty$ such that $J \cap\left[a_{k}, b_{k}\right]$ is $\mathcal{F}$-marking for every $k$.
(3) $J \cap[a, b]$ is $\mathcal{F}$-marking for every $a, b \in \mathbb{Z}$ with $a<b$.

Say that $J \subset \mathbb{Z}$ is bi-infinite if $J \cap[0, \infty)$ and $J \cap(-\infty, 0]$ are both infinite. Say that $J \subset \mathbb{Z}$ is maximally $\mathcal{F}$-marking for $x$ if there is no $\mathcal{F}$-marking set $J^{\prime} \subset \mathbb{Z}$ with $J^{\prime} \supsetneqq J$. Recall that $I$ is the collection of irreducible elements of $\mathcal{F}$. The following lemma collects properties of bi-infinite $\mathcal{F}$-marking sets, and relates these to the multiplicity of the map $\pi$. The proofs are immediate from the definitions.

## Lemma 5.4.

(a) A bi-infinite set $J \subset \mathbb{Z}$ is maximally $\mathcal{F}$-marking for $x$ if and only if $x_{[i, j)} \in I$ for all consecutive indices $i<j$ in $J$.
(b) Given $\mathbf{z} \in \Sigma$, the set $J(\mathbf{z}):=\left\{j \mid \mathbf{z}_{j}=(w, 1)\right.$ for some $\left.w \in I\right\}$ is bi-infinite and maximally $\mathcal{F}$-marking for $\pi(\mathbf{z}) \in X$.
(c) If $J \subset \mathbb{Z}$ is bi-infinite and maximally $\mathcal{F}$-marking for $x \in X$, then there is exactly one $\mathbf{z} \in \Sigma$ such that $\pi(\mathbf{z})=x$ and $J(\mathbf{z})=J$.
(d) Given $x \in X$, we have $x \in \pi(\Sigma)$ if and only if there is a bi-infinite $\mathcal{F}$-marking set $J \subset \mathbb{Z}$ for $x$. There is a 1-1 correspondence between elements of $\pi^{-1}(x) \subset \Sigma$ and bi-infinite maximal $\mathcal{F}$-marking sets for $x$.

As (d) clarifies, Lemma 5.4|(c) does not yet prove injectivity of $\pi$, since it is a priori possible that some $x \in X$ has multiple maximally $\mathcal{F}$-marking sets. To show injectivity of $\pi$ it suffices to show that every $x \in X$ has at most one bi-infinite maximally $\mathcal{F}$-marking set.

We accomplish this by showing that arbitrary unions of bi-infinite $\mathcal{F}$-marking sets are still bi-infinite and $\mathcal{F}$-marking. This is where we need $\left[\right.$ III $\left.^{*}\right]$

Lemma 5.5. Suppose $\mathcal{F}$ satisfies $\left[\mathbf{I I I}^{*}\right]$, and let $\left\{J_{\lambda}\right\}_{\lambda \in \Lambda}$ be any collection of sets $J_{\lambda} \subset \mathbb{Z}$ such that each $J_{\lambda}$ is $\mathcal{F}$-marking for $x$. Let $r<s$ be integers such that $r>\min J_{\lambda}$ and $s<\max J_{\lambda}$ for all $\lambda$. Then $\left(\cup_{\lambda} J_{\lambda}\right) \cap[r, s]$ is $\mathcal{F}$-marking for $x$.

Proof. Pick $j<k$ in $\bigcup_{\lambda} J_{\lambda}$ with $r \leq j<k \leq s$. Let $\lambda, \lambda^{\prime}$ be such that $j \in J_{\lambda}$ and $k \in J_{\lambda^{\prime}}$. Because $\min J_{\lambda^{\prime}} \leq r$ there is $i \in J_{\lambda^{\prime}}$ with $i \leq j$; similarly, max $J_{\lambda} \geq s$ implies that there is $\ell \in J_{\lambda}$ with $\ell \geq k$. Thus $i \leq j<k \leq \ell$ are such that $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{F}$; see Figure 5.1 . Moreover, choosing $a \in J_{\lambda}$ with $a<r$ and $b \in J_{\lambda^{\prime}}$ with $b>s$, we have $x_{[a, j)}, x_{[k, b)} \in \mathcal{F}$, and it follows from Condition $\left[\mathbf{[ I I I}{ }^{*}\right]$ that $x_{[j, k)} \in \mathcal{F}$. This holds for all $j, k \in\left(\cup_{\lambda} J_{\lambda}\right) \cap[r, s]$, so we are done.


Figure 5.1. The union of $\mathcal{F}$-marking sets is $\mathcal{F}$-marking.

Lemma 5.6. If $\mathcal{F}$ satisfies $\left[\mathbf{I I I}^{*}\right]$ and $\left\{J_{\lambda} \subset \mathbb{Z}\right\}_{\lambda \in \Lambda}$ is a collection of bi-infinite $\mathcal{F}$-marking sets for $x$, then $\cup_{\lambda} J_{\lambda}$ is a bi-infinite $\mathcal{F}$-marking set for $x$.

Proof. By Lemma 5.5, $J \cap[a, b]$ is $\mathcal{F}$-marking for all integers $a<b$, so by Lemma 5.3, $J$ is $\mathcal{F}$-marking for $x$.

Now we can prove that $\pi$ is injective, as follows: given $x \in \pi(\Sigma)$, let $\left\{J_{\lambda}\right\}_{\lambda \in \Lambda}$ be the collection of all bi-infinite $\mathcal{F}$-marking sets for $x$. This collection is non-empty by Lemma $5.4 \mid(\mathrm{b})$ By Lemma 5.6, $J=\bigcup_{\lambda} J_{\lambda}$ is bi-infinite and $\mathcal{F}$-marking for $x$. Moreover, if $J^{\prime}$ is any bi-infinite $\mathcal{F}$-marking set, we have $J^{\prime} \subset J$ by construction, so $J$ is maximal, and it is the only bi-infinite maximal $\mathcal{F}$-marking set. Thus $\pi$ is $1-1$, which proves Proposition 5.1.

Proposition 5.2 is a consequence of the following.
Lemma 5.7. For each $a=(v, i) \in A_{I}$, the following are equivalent.
(1) $I$ is uniquely decipherable.
(2) The map $\Pi_{n}: \operatorname{Per}_{n}(\Sigma, a) \rightarrow \mathcal{F}_{n-|v|}$ given by $\Pi_{n}(\mathbf{z})=\pi(\mathbf{z})_{(|v|-i, n-i]}$ is 1-1 for all $n>|v|$.
(3) $\pi$ is injective on $\operatorname{Per}(\Sigma, a)$.

Proof. We start by proving that (1) and (2) are equivalent. Define $\iota: I \rightarrow A_{I}^{*}$ by $\iota(w)=$ $(w, 1) \cdots(w,|w|)$, and let $G_{\Sigma}=\{\iota(w): w \in I\}$. Observe that $G_{\Sigma}^{*}$ is contained in the language of $\Sigma$, and the map $\Pi_{n}$ is the composition of the following two maps.

$$
\begin{array}{rlrl}
\operatorname{Per}_{n}(\Sigma, a) & \left.\rightarrow\left(G_{\Sigma}^{*}\right)_{n-|v|}^{*}\right) & \rightarrow \mathcal{F}=I^{*} \\
\mathbf{z} & \mapsto \mathbf{z}_{(|v|-i, n-i]} & \iota\left(w^{1}\right) \cdots \iota\left(w^{k}\right) & \mapsto w^{1} \cdots w^{k}
\end{array}
$$

The first of these is always injective since every $\mathbf{z} \in \operatorname{Per}_{n}(\Sigma, a)$ is completely determined by $\mathbf{z}_{(-i, n-i]}$ and satisfies $\mathbf{z}_{(-i,|v|-i]}=\iota(v)$. The second map is injective if and only if $I$ is
uniquely decipherable; indeed, this is the definition of unique decipherability. Thus (1) and (2) are equivalent.

For the equivalent of the last two conditions, first observe that if (2) fails then (3) fails. Conversely, if $\mathbf{y}, \mathbf{z} \in \operatorname{Per}(\Sigma, a)$ have $\mathbf{y} \neq \mathbf{z}$ and $\pi(\mathbf{y})=\pi(\mathbf{z})$, then taking $n>|v|$ to be a common multiple of their least periods, we get $\mathbf{y}, \mathbf{z} \in \operatorname{Per}_{n}(\Sigma, a)$ and $\Pi_{n}(\mathbf{y})=\Pi_{n}(\mathbf{z})$.

### 5.2. Strong positive recurrence.

Proposition 5.8. If $\mathcal{F}$ satisfies [[II'] and $I=\mathcal{F} \backslash \mathcal{F F}$ is uniquely decipherable, then $\Phi=$ $\varphi \circ \pi \in C_{\mathrm{h}}(\Sigma)$ satisfies $P_{G}(\Phi)=\overline{P(\varphi)}$ and is strongly positive recurrent.

In this section we prove Proposition 5.8, which is $\langle\mathrm{C}\rangle$. From (2.5) we have $|\varphi(x)-\varphi(y)| \leq$ $|\varphi|_{\beta} e^{-\beta n}$ whenever $x, y \in X$ have $x_{k}=y_{k}$ for all $|k| \leq n$. Then for every $\mathbf{z}, \mathbf{z}^{\prime} \in \Sigma$ with $\mathbf{z}_{k}=\mathbf{z}_{k}^{\prime}$ for all $|k| \leq n$, we have $\pi(\mathbf{z})_{k}=\pi\left(\mathbf{z}^{\prime}\right)_{k}$ for all $|k| \leq n$ (since $\pi$ is a one-block code) and hence $\left|\Phi(\mathbf{z})-\Phi\left(\mathbf{z}^{\prime}\right)\right| \leq|\varphi|_{\beta} e^{-\beta n}$. In particular, $\Phi \in C_{\mathrm{h}}(\Sigma)$.
Lemma 5.9. If $I$ is uniquely decipherable, then there is $Q_{6}>0$ such that for every $a=$ $(v, i) \in A_{I}$ and $n>|v|$ we have

$$
\begin{align*}
e^{-Q_{6}} \Lambda_{n-|v|}(\mathcal{F}, \varphi) & \leq Z_{n}(\Phi, a)  \tag{5.1}\\
e^{-Q_{6}} \Lambda_{n-|v|}\left((I \backslash\{v\})^{*}, \varphi\right) & \leq Z_{n-|v|}^{*}(\Phi, a) \leq e^{Q_{6}} \Lambda_{n-|v|}\left((I \backslash\{v\})^{*}, \varphi\right) . \tag{5.2}
\end{align*}
$$

Proof. Given $n>|v|$, let $\Pi_{n}$ be as in Lemma 5.7, and note that $\Pi_{n}$ is a bijection between $\operatorname{Per}_{n}(\Sigma, a)$ and $\mathcal{F}_{n-|v|}$ for all $n>|v|$. Let $\tau=\bar{\Pi}_{n}^{-1}$; then

$$
\begin{equation*}
Z_{n}(\Phi, a)=\sum_{w \in \mathcal{F}_{n-|v|}} e^{S_{n} \Phi(\tau(w))}, \quad Z_{n}^{*}(\Phi, a)=\sum_{w \in\left((I \backslash\{v\})^{*}\right)_{n-|v|}} e^{S_{n} \Phi(\tau(w))} . \tag{5.3}
\end{equation*}
$$

For all $x, y \in[w]$ and $w \in \mathcal{L}_{n}$, 4.5) gives $\left|S_{n} \varphi(x)-S_{n} \varphi(y)\right| \leq|\varphi|_{\mathrm{d}}$, so each $w \in \mathcal{F}_{n}$ has

$$
\left|S_{n} \Phi(\tau(w))-\hat{\varphi}(w)\right| \leq|\varphi|_{\mathrm{d}}+|v|\|\varphi\| .
$$

Along with (5.3), this completes the proof of Lemma 5.9 .
It follows from (5.1) and Lemma 4.4 that $P_{G}(\Phi)=P(\mathcal{F}, \varphi)=P(\varphi)$. By (2.13) and Lemma 5.9. in order to prove that $\Phi$ is strongly positive recurrent, which will complete the proof of Proposition 5.8, it suffices to show that $P\left(\left(I^{\prime}\right)^{*}, \varphi\right)<P(\varphi)$ whenever $I^{\prime} \varsubsetneqq I$. This uses the following result; note that $P(I, \varphi)<P(\varphi)=P\left(I^{*}, \varphi\right)$ by [[II'] and Lemma 4.4 .

Lemma 5.10. If $I \subset \mathcal{L}$ is uniquely decipherable such that $I^{*} \subset \mathcal{L}$ and $P(I, \varphi)<P\left(I^{*}, \varphi\right)$, then for every $I^{\prime} \varsubsetneqq I$ we have $P\left(\left(I^{\prime}\right)^{*}, \varphi\right)<P\left(I^{*}, \varphi\right)$.
Proof. Given $w \in I^{*}$, let $0=j_{0}<j_{1}<\cdots<j_{\ell}<j_{\ell+1}=|w|$ be such that $w_{\left(j_{i}, j_{i+1}\right]} \in I$ for all $0 \leq i \leq \ell=\ell(w)$. Given $\ell, n \in \mathbb{N}$ with $\ell<n$, let $\mathbb{J}_{\ell}=\{J \subset[1, n) \mid \# J=\ell\}$; for each $J \in \mathbb{J}_{\ell}$, let

$$
\mathcal{X}_{n}(J)=\left\{w \in\left(I^{*}\right)_{n} \mid \ell(w)=\ell \text { and }\left\{j_{i}(w)\right\}_{i=1}^{\ell}=J\right\} .
$$

Given $\delta>0$, let $\mathcal{R}_{\delta}=\left\{w \in I^{*}|\# \ell(w) \geq \delta| w \mid\right\}$; we will prove Lemma 5.10 by showing that for sufficiently small values of $\delta$, we have

$$
\begin{array}{r}
P\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)<P\left(I^{*}, \varphi\right), \\
P\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}, \varphi\right)<P\left(I^{*}, \varphi\right), \tag{5.5}
\end{array}
$$

and then applying (2.4) to $\left(I^{\prime}\right)^{*} \subset\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}\right) \cup\left(I^{*} \backslash \mathcal{R}_{\delta}\right)$. To prove (5.4), we start by writing $\left(I^{*} \backslash \mathcal{R}_{\delta}\right)_{n}=\bigcup_{\ell=0}^{\lfloor\delta n\rfloor} \bigcup_{J \in \mathbb{J}_{\ell}} \mathcal{X}_{n}(J)$, so that

$$
\begin{equation*}
\Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}\right) \leq \sum_{\ell=0}^{\lfloor\delta n\rfloor} \sum_{J \in \mathbb{I}_{\ell}} \Lambda_{n}\left(\mathcal{X}_{n}(J), \varphi\right) \tag{5.6}
\end{equation*}
$$

To get (5.4), we will get upper bounds on $\# \mathbb{J}_{\ell}$ and on $\Lambda_{n}\left(\mathcal{X}_{n}(J), \varphi\right)$. For the first of these, we observe that $\# \mathbb{J}_{\ell} \leq\binom{ n}{\ell}$ and use the following useful result.

Lemma 5.11. Given $\delta \in(0,1)$, write $h(\delta)=-\delta \log \delta-(1-\delta) \log (1-\delta)$ for the standard entropy function. Then for every $n \in \mathbb{N}$ and $0 \leq \ell \leq n$, we have $\binom{n}{\ell} \leq n e^{h\left(\frac{\ell}{n}\right) n}$.

Proof. First note that $\int_{1}^{k} \log t d t \leq \sum_{j=1}^{k} \log j=\log (k!) \leq \int_{1}^{k} \log t d t+\log k$. Evaluating the integrals gives $k \log k-k+1 \leq \log (k!) \leq k \log k-k+1+\log k$, and so

$$
\begin{align*}
\log \binom{n}{\ell} & =\log (n!)-\log (\ell!)-\log (n-\ell)! \\
& \leq n \log n+\log n-\ell \log \ell-(n-\ell) \log (n-\ell)=h\left(\frac{\ell}{n}\right) n+\log n \tag{5.7}
\end{align*}
$$

which proves the lemma.
Given $\delta \in\left(0, \frac{1}{2}\right)$ and $0 \leq \ell \leq \delta n$, we conclude from Lemma 5.11 that $\# \mathbb{J}_{\ell} \leq n e^{h(\delta) n}$. To bound $\Lambda_{n}\left(\mathcal{X}_{n}(J), \varphi\right)$, fix $\varepsilon>0$ such that $P(I, \varphi)<P\left(I^{*}, \varphi\right)-2 \varepsilon$; then there is $K$ such that $\Lambda_{j}(I, \varphi) \leq K e^{j\left(P\left(I^{*}, \varphi\right)-\varepsilon\right)}$ for all $j$, and so

$$
\Lambda_{n}\left(\mathcal{X}_{n}(J), \varphi\right) \leq \prod_{i=0}^{\ell} \Lambda_{j_{i+1}-j_{i}}(I, \varphi) \leq K^{\ell+1} e^{n\left(P\left(I^{*}, \varphi\right)-\varepsilon\right)}
$$

Together with (5.6) and the bound on $\# \mathbb{J}_{\ell}$, this gives

$$
\Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}\right) \leq(\delta n+1) n e^{h(\delta) n} K^{\delta n+1} e^{n\left(P\left(I^{*}, \varphi\right)-\varepsilon\right)}
$$

and (5.4) follows by taking $\delta$ small enough that $h(\delta)+\delta \log (K)<\varepsilon$.
To prove (5.5), we will consider for each $k \geq 0$ the collection $\mathcal{A}^{k}=\left(\left(I^{\prime}\right)^{k} I^{*}\right) \cap \mathcal{R}_{\delta}$. By unique decipherability, each $w \in \mathcal{A}^{k}$ uniquely determines $u^{1}, \ldots, u^{k} \in I^{\prime}, \ell \geq k+1$, and $u^{k+1}, \ldots, u^{\ell} \in I$ such that $w=u^{1} \cdots u^{\ell}$. It follows from the definition that $\mathcal{A}^{k+1} \subset \mathcal{A}^{k}$ and $\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}\right)_{n} \subset \mathcal{A}_{n}^{k}$ for all $k \leq\lfloor\delta n\rfloor$, so we can estimate $\Lambda_{n}\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}, \varphi\right)$ from above by estimating $\Lambda_{n}\left(\mathcal{A}_{n}^{k} \backslash \mathcal{A}_{n}^{k+1}, \varphi\right)$. Let $d=\operatorname{gcd}\{|u| \mid u \in I\} ;$ note that $\left(\left(I^{\prime}\right)^{*}\right)_{n}=\emptyset$ whenever $n$ is not a multiple of $d$, so we can restrict our attention to the case when $n$ is a multiple of $d$.

Fix $v \in I \backslash I^{\prime}$. Given $u \in\left(I^{\prime}\right)^{k}$ with $|u v| \leq n$, we have $\left(u v\left(I^{*}\right)_{n-|u v|}\right) \cap \mathcal{R}_{\delta} \subset \mathcal{A}_{n}^{k} \backslash \mathcal{A}_{n}^{k+1} \cdot{ }^{23}$ Taking the union over all such $u$ gives

$$
\begin{equation*}
\Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)+\Lambda_{n}\left(\mathcal{A}^{k} \backslash \mathcal{A}^{k+1}, \varphi\right) \geq \sum_{u \in\left(\left(I^{\prime}\right)^{k}\right)_{\leq n-|v|}} \Lambda_{n}\left(u v\left(I^{*}\right)_{n-|u v|}, \varphi\right) \tag{5.8}
\end{equation*}
$$

and we observe that

$$
\Lambda_{n}\left(u v\left(I^{*}\right)_{n-|u v|}, \varphi\right) \geq \sum_{w \in\left(I^{*}\right)_{n-|u v|}} e^{\hat{\varphi}(u)+\hat{\varphi}(v)+\hat{\varphi}(w)-2|\varphi|_{\mathrm{d}}}=e^{\hat{\varphi}(v)-2|\varphi|_{\mathrm{d}}} e^{\hat{\varphi}(u)} \Lambda_{n-|u v|}\left(I^{*}, \varphi\right)
$$

[^14]Since we assumed that $n$ is a multiple of $d$, and the same is clearly true of $|u v|$, Lemmas 4.5 and 4.7 give, for $n$ sufficiently large,

$$
\Lambda_{n-|u v|}\left(I^{*}, \varphi\right) \geq Q_{5} e^{(n-|u v|) P(\varphi)} \geq Q_{5} e^{-|v| P(\varphi)} Q_{2}^{-1} \Lambda_{n-|u|}\left(I^{*}, \varphi\right),
$$

so writing $\gamma=Q_{5} e^{-|v| P(\varphi)} Q_{2}^{-1} e^{\hat{\varphi}(v)-2|\varphi|_{\mathrm{d}}}$ gives

$$
\begin{equation*}
\Lambda_{n}\left(u v\left(I^{*}\right)_{n-|u v|}, \varphi\right) \geq \gamma e^{\hat{\varphi}(u)} \Lambda_{n-|u|}\left(I^{*}, \varphi\right) . \tag{5.9}
\end{equation*}
$$

Moreover, for every $k \leq\lfloor\delta n\rfloor-|v|$, we have

$$
\begin{equation*}
\mathcal{A}_{n}^{k}=\bigcup_{\ell \geq \delta n}\left(\left(I^{\prime}\right)^{k} I^{\ell-k}\right)_{n} \subset \bigcup_{\ell \geq \delta n}\left(\left(I^{\prime}\right)^{k}\right)_{\leq n-(\ell-k)}\left(I^{*}\right) \subset\left(\left(I^{\prime}\right)^{k}\right)_{\leq n-|v|}\left(I^{*}\right), \tag{5.10}
\end{equation*}
$$

where the first inclusion uses the fact that each element of $I$ has length at least 1 , and the last inclusion uses the fact that $\ell-k \geq\lfloor\delta n\rfloor-(\lfloor\delta n\rfloor-|v|)=|v|$. Combining (5.8), (5.9), and (5.10), for every $k \leq\lfloor\delta n\rfloor-|v|$ we get

$$
\Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)+\Lambda_{n}\left(\mathcal{A}^{k} \backslash \mathcal{A}^{k+1}, \varphi\right) \geq \sum_{u \in\left(\left(I^{\prime}\right)^{k}\right)_{\leq n-|v|}} \sum_{w \in\left(I^{*}\right)_{n-|u|}} \gamma e^{\hat{\varphi}(u)} e^{\hat{\varphi}(w)} \geq \gamma \Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right) .
$$

We conclude that

$$
\Lambda_{n}\left(\mathcal{A}^{k+1}, \varphi\right)=\Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right)-\Lambda_{n}\left(\mathcal{A}^{k} \backslash \mathcal{A}^{k+1}, \varphi\right) \leq(1-\gamma) \Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right)+\Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)
$$

for all $k \leq\lfloor\delta n\rfloor-|v|$. Using the fact that $\mathcal{A}_{n}^{0}=\left(I^{*}\right)_{n}$ and $\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}\right)_{n} \subset \mathcal{A}_{n}^{\lfloor\delta n\rfloor-|v|}$, we get

$$
\Lambda_{n}\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}, \varphi\right) \leq \Lambda_{n}\left(\mathcal{A}^{\lfloor\delta n\rfloor-|v|}, \varphi\right) \leq(1-\gamma)^{\mid \delta n\rfloor-|v|} \Lambda_{n}\left(I^{*}, \varphi\right)+\delta n \Lambda_{n}\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)
$$

For any sequences $b_{n}, c_{n}>0$, we have $\overline{\lim } \frac{1}{n} \log \left(b_{n}+c_{n}\right) \leq \max \left(\overline{\lim } \frac{1}{n} \log b_{n}, \overline{\lim } \frac{1}{n} \log c_{n}\right)$, and using (5.4) we conclude that

$$
P\left(\left(I^{\prime}\right)^{*} \cap \mathcal{R}_{\delta}, \varphi\right) \leq \max \left(P\left(I^{*}, \varphi\right)+\delta \log (1-\gamma), P\left(I^{*} \backslash \mathcal{R}_{\delta}, \varphi\right)\right)<P\left(I^{*}, \varphi\right),
$$

which proves (5.5) and completes the proof of Lemma 5.10 .

### 5.3. Approximate equilibrium states charge the tower.

Proposition 5.12. If $\mathcal{F}$ satisfies [[II'] with $I=\mathcal{F} \backslash \mathcal{F F}$, then the collection $\mathcal{E}^{\prime}=I \cup$ $\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F E}^{\mathrm{s}}\right)$ has the following property: for any ergodic measure $\mu$ on $X$ with $h(\mu)+\int \varphi d \mu>P\left(\mathcal{E}^{\prime}, \varphi\right)$, we have $\mu(\pi(\Sigma))=1$.

Note that Proposition 5.12 establishes $\langle\mathrm{D}\rangle$ by taking $P^{\prime}=P\left(\mathcal{E}^{\prime}, \varphi\right)$, since then [ [II'] gives $P^{\prime}<P(\varphi)$. To prove the proposition, we will need the following notion: say that $R \subset \mathbb{Z}$ is $\mathcal{E}^{\prime}$-restricting for $x \in X$ if for every $i<j \in \mathbb{Z}$ with $x_{[i, j)} \in \mathcal{E}^{\prime}$, the interval $[i, j]$ contains at most one element of $R$.

First we prove in Lemma 5.13 that $x \in \pi(\Sigma)$ whenever $x$ has a bi-infinite $\mathcal{E}^{\prime}$-restricting set; then in Lemma 5.15 we show that $\mu$-a.e. $x \in X$ has such a set whenever $\mu$ is ergodic and $h(\mu)+\int \varphi d \mu>P\left(\mathcal{E}^{\prime}, \varphi\right)$. Together these will complete the proof of Proposition 5.12.

Lemma 5.13. If $x \in X$ has a bi-infinite $\mathcal{E}^{\prime}$-restricting set $R \subset \mathbb{Z}$, then it has a bi-infinite $\mathcal{F}$-marking set $J$, and hence $x \in \pi(\Sigma)$ by Lemma 5.4 ( d ),

Proof. Enumerate $R$ as $R=\left\{r_{n}\right\}_{n \in \mathbb{Z}}$ where $r_{n}$ is increasing (see Figure 5.2). Given $n \in \mathbb{N}$, note that $x_{\left[r_{-n}, r_{n}\right)} \in \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}$ since otherwise we would have a word in $\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}} \subset \mathcal{E}^{\prime}$ that crosses more than one index in $R$. Thus there are $j^{\prime} \leq j^{\prime \prime}$ in $\left[r_{-n}, r_{n}\right)$ such that

$$
x_{\left[r_{-n}, j^{\prime}\right)} \in \mathcal{E}^{\mathrm{p}}, \quad x_{\left[j^{\prime}, j^{\prime \prime}\right)} \in \mathcal{F}, \quad x_{\left[j^{\prime \prime}, r_{n}\right)} \in \mathcal{E}^{\mathrm{s}} .
$$

Now use the decomposition $\mathcal{F}=I^{*}=\bigcup_{k \in \mathbb{N}} I^{k}$ to get an increasing sequence $\left\{j_{i}^{n}\right\}_{i=1}^{k+1}$ such that $j_{1}^{n}=j^{\prime}, j_{k+1}^{n}=j^{\prime \prime}$, and $x_{\left(j_{i}^{n}, j_{i+1}^{n}\right)} \in I$ for every $1 \leq i \leq k$. Put $j_{0}^{n}=r_{-n}$ and $j_{k+2}^{n}=r_{n}$. Then $x_{\left[j_{i}^{n}, j_{i+1}^{n}\right)} \in \mathcal{E}^{\prime}$ for each $0 \leq i \leq k+1$. Since $R$ is $\mathcal{E}^{\prime}$-restricting, we conclude that

$$
\#\left\{\ell \in[-n, n): r_{\ell} \in\left[j_{i}^{n}, j_{i+1}^{n}\right]\right\} \leq 1 \quad \text { for every } 0 \leq i \leq k+1 ;
$$

in particular, if $i, \ell$ are such that $j_{i}^{n} \leq r_{\ell} \leq j_{i+1}^{n}$, then $j_{i+1}^{n} \in\left[r_{\ell}, r_{\ell+1}\right)$. Since $j_{0}^{n}=r_{-n}$ and $j_{k+2}^{n}=r_{n}$, it follows that for every $\ell \in[-n, n)$ the interval $\left[r_{\ell}, r_{\ell+1}\right)$ contains at least one element of $J_{n}:=\left\{j_{i}^{n}\right\}_{i=1}^{k+1}$. Note that $J_{n}$ is $\mathcal{F}$-marking for $x$.


Figure 5.2. Constructing a bi-infinite $\mathcal{F}$-marking set.
By the previous paragraph, there is $s_{0} \in\left[r_{0}, r_{1}\right)$ such that the set $\mathbf{N}_{0}:=\left\{n \in \mathbb{N} \mid s_{0} \in J_{n}\right\}$ is infinite. Similarly, there are $s_{1} \in\left[r_{1}, r_{2}\right)$ and $s_{-1} \in\left[r_{-1}, r_{0}\right)$ such that $\mathbf{N}_{1}:=\left\{n \in \mathbf{N}_{0} \mid\right.$ $\left.s_{1}, s_{-1} \in J_{n}\right\}$ is infinite. Continuing in this manner, we choose for each $\ell \in \mathbb{N}$ two indices $s_{\ell} \in\left[r_{\ell}, r_{\ell+1}\right)$ and $s_{-\ell} \in\left[r_{-\ell}, r_{-\ell+1}\right)$ such that $\mathbf{N}_{\ell}=\left\{n \in \mathbf{N}_{\ell-1} \mid s_{\ell}, s_{-\ell} \in J_{n}\right\}$ is infinite. It follows from the definition of $J_{n}$ that $x_{\left[s_{\ell}, s_{\ell+1}\right)} \in \mathcal{F}$ for every $\ell \in \mathbb{Z}$, so $J:=\left\{s_{\ell}\right\}_{\ell \in \mathbb{Z}}$ is a bi-infinite $\mathcal{F}$-marking set for $x$.

Lemma 5.14. Let $\mu$ be an ergodic measure for $X$, and let $\mathcal{D} \subset \mathcal{L}$ be such that $P(\mathcal{D}, \varphi)<$ $h(\mu)+\int \varphi d \mu$. Then for $\mu$-a.e. $x \in X$, there is $n=n(x) \in \mathbb{N}$ such that for all $k \geq n$ and all $\ell \in[0, k]$ we have $x_{[-\ell, k-\ell)} \notin \mathcal{D}$. Equivalently, the measure of the following sets decays to 0 as $n \rightarrow \infty$ :

$$
\begin{equation*}
B_{n}(\mathcal{D}):=\left\{x \in X \mid x_{[-\ell, k-\ell)} \in \mathcal{D} \text { for some } k \geq n \text { and } \ell \in[0, k]\right\} . \tag{5.11}
\end{equation*}
$$

Proof. Fix $\varepsilon>0$ such that $h(\mu)+\int \varphi d \mu-5 \varepsilon>P(\mathcal{D}, \varphi)$. By Theorems 4.2 and 4.3, for $\mu$-a.e. $x \in X$ there is $N_{x} \in \mathbb{N}$ such that for all $n \geq N_{x}$ and $\ell \in[0, n]$ we have

$$
\begin{equation*}
\mu\left[x_{[-\ell,-\ell+n)}\right] \leq e^{-n h(\mu)+n \varepsilon}, \quad S_{n} \varphi\left(\sigma^{-\ell} x\right) \geq n\left(\int \varphi d \mu-\varepsilon\right), \quad n \varepsilon \geq|\varphi|_{\mathrm{d}} . \tag{5.12}
\end{equation*}
$$

Let $A_{n}=\left\{x \in X \mid N_{x} \leq n\right\}$; then $\mu\left(A_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$. If $k \geq n$ and $w \in \mathcal{L}_{k}$ is such that $\sigma^{\ell}[w] \cap A_{n} \neq \emptyset$ for some $0 \leq \ell \leq k$, then we can choose $x$ in the intersection, so that $x_{[-\ell,-\ell+k)}=w$ and $k \geq N_{x}$; then (5.12) gives

$$
\mu[w] \leq e^{-k h(\mu)+k \varepsilon} \quad \text { and } \quad \hat{\varphi}(w) \geq\left(S_{k} \varphi\left(\sigma^{-\ell} x\right)\right)-|\varphi|_{\mathrm{d}} \geq k\left(\int \varphi d \mu-2 \varepsilon\right)
$$

so we get

$$
\begin{equation*}
\mu[w] e^{-\hat{\varphi}(w)} \leq e^{-k\left(h(\mu)+\int \varphi d \mu-3 \varepsilon\right)} \leq e^{-k P(\mathcal{D}, \varphi)} e^{-2 k \varepsilon} \tag{5.13}
\end{equation*}
$$

Summing over all long cylinders that intersect $A_{n} \cap B_{n}(\mathcal{D})$ gives

$$
\begin{aligned}
& \mu\left(A_{n} \cap B_{n}(\mathcal{D})\right) \leq \sum_{k \geq n} \sum_{w \in \mathcal{D}_{k}} \sum_{\ell=0}^{k} \mu\left(\sigma^{\ell}[w] \cap A_{n}\right) \\
& \quad \leq \sum_{k \geq n}(k+1) \sum_{w \in \mathcal{D}_{k}} e^{-k P(\mathcal{D}, \varphi)} e^{-2 k \varepsilon} e^{\hat{\varphi}(w)}=\sum_{k \geq n}(k+1) e^{-k P(\mathcal{D}, \varphi)} e^{-2 k \varepsilon} \Lambda_{k}(\mathcal{D}, \varphi)
\end{aligned}
$$

Choose $C$ such that $\Lambda_{k}(\mathcal{D}, \varphi) \leq C e^{k(P(\mathcal{D}, \varphi)+\varepsilon)}$ for all $k$. Then

$$
\mu\left(A_{n} \cap B_{n}(\mathcal{D})\right) \leq C \sum_{k \geq n}(k+1) e^{-k \varepsilon} \rightarrow 0 \text { as } n \rightarrow \infty
$$

so $\mu\left(B_{n}(\mathcal{D})\right) \leq \mu\left(X \backslash A_{n}\right)+\mu\left(A_{n} \cap B_{n}(\mathcal{D})\right) \rightarrow 0$ as $n \rightarrow \infty$. Thus $\mu\left(\bigcap_{n \in \mathbb{N}} B_{n}(\mathcal{D})\right)=0$, and so for $\mu$-a.e. $x \in X$ there is $n>0$ with $x \notin B_{n}(\mathcal{D})$, which proves Lemma 5.14 .

Lemma 5.15. Let $\mu$ be any ergodic measure on $X$ with $h(\mu)+\int \varphi d \mu>P\left(\mathcal{E}^{\prime}, \varphi\right)$. Then $\mu$-a.e. $x \in X$ has a bi-infinite $\mathcal{E}^{\prime}$-restricting set.

Proof. Let $E$ be the set of points satisfying the conclusion of Lemma 5.14 with $\mathcal{D}=\mathcal{E}^{\prime}$; given $x \in E$ there is $n(x)$ such that for all $k \geq n(x)$ and all $\ell \in[0, k]$ we have $x_{[-\ell, k-\ell)} \notin \mathcal{E}^{\prime}$. By Lemma 5.14 we have $\mu(X \backslash E)=0$, hence $\mu\left(\sigma^{-m}(X \backslash E)\right)=0$ for every $m \in \mathbb{Z}$, and we conclude that $E^{\prime}:=\bigcap_{m \in \mathbb{Z}} \sigma^{-m} E$ has full $\mu$-measure. For every $x \in E^{\prime}$ and every $m \in \mathbb{Z}$ there is $n(m) \in \mathbb{N}$ such that for all $a \leq m \leq b$ with $b-a \geq n(m)$, we have $x_{[a, b)} \notin \mathcal{E}^{\prime}$.

Given $x \in E^{\prime}$, define $r_{j} \in \mathbb{Z}$ by $r_{0}=0 ; r_{j+1}=r_{j}+n\left(r_{j}\right)$ for $j \geq 0$; and $r_{j-1}=r_{j}-n\left(r_{j}\right)$ for $j \leq 0$. Let $R=\left\{r_{j}\right\}_{j \in \mathbb{Z}}$, and note that $R$ is bi-infinite. We claim that $R$ is $\mathcal{E}^{\prime}$-restricting for $x$. Note that by the construction of $R$, we have $r_{j+1}-r_{j} \geq \min \left(n\left(r_{j}\right), n\left(r_{j+1}\right)\right)$ for every $j \in \mathbb{Z}$. Thus if $a<b \in \mathbb{Z}$ are such that $a \leq r_{j}$ and $b \geq r_{j+1}$, we either have $b-a \geq n\left(r_{j}\right)$ or $b-a \geq n\left(r_{j+1}\right)$. It follows from the definition of $n$ that $x_{[a, b)} \notin \mathcal{E}^{\prime}$, since $r_{j}, r_{j+1} \in[a, b]$, and we conclude that $R$ is $\mathcal{E}^{\prime}$-restricting for $x$.

### 5.4. Finite multiplicity and liftability.

Proposition 5.16. Suppose that $I$ is uniquely decipherable and $\mathcal{F}=I^{*}$ satisfies [[II']. Let $\mathcal{E}^{\prime}=I \cup \mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right)$, as in Proposition 5.12, and let $\mu$ be an ergodic measure on $X$ such that $h(\mu)+\int \varphi d \mu>P\left(\mathcal{E}^{\prime}, \varphi\right)$ and $h(\mu)+\int \varphi d \mu>P\left(\left(I^{\prime}\right)^{*}, \varphi\right)$ for some $I^{\prime} \varsubsetneqq I$. Then $\# \pi^{-1}(x)<\infty$ for $\mu$-a.e. $x \in X$.

This section is devoted to Proposition 5.16. which establishes $\langle\mathrm{E}\rangle$ by taking $P^{\prime}=$ $\max \left(P\left(\mathcal{E}^{\prime}, \varphi\right), P\left(\left(I^{\prime}\right)^{*}, \varphi\right)\right.$ ) (note that $P^{\prime}<P(\varphi)$ by [[II'] and Lemma 5.10, and Lemma 5.18 below, which is $\langle\mathrm{F}\rangle$. Let $I^{\prime} \varsubsetneqq I$ be as in the hypothesis, and fix $v \in I \backslash I^{\prime}$. Then $a=(v, 1) \in A_{I}$ is a vertex in the graph giving $\Sigma$, and we write

$$
\mathcal{E}^{\prime \prime}:=\left\{\pi\left(\mathbf{z}_{1} \cdots \mathbf{z}_{n}\right) \mid \mathbf{z} \in \Sigma, n \in \mathbb{N}, \mathbf{z}_{i} \neq a \text { for all } 1 \leq i \leq n\right\}
$$

for the collection of all words in $\mathcal{L}$ that can be lifted to a word in the language of $\Sigma$ that avoids $a$. Observe that $\mathcal{E}^{\prime \prime} \subset \mathcal{E}^{\prime}\left(I^{\prime}\right)^{*} \mathcal{E}^{\prime}$, and thus by Lemma 4.4 we get

$$
P\left(\mathcal{E}^{\prime \prime}, \varphi\right) \leq \max \left\{P\left(\mathcal{E}^{\prime}, \varphi\right), P\left(\left(I^{\prime}\right)^{*}, \varphi\right)\right\}<h(\mu)+\int \varphi d \mu
$$

Now consider the sets $C_{N}:=B_{N}\left(\mathcal{E}^{\prime \prime}\right)$ as in (5.11). Applying Lemma 5.14 with $\mathcal{D}=\mathcal{E}^{\prime \prime}$, there is $N \in \mathbb{N}$ such that $\mu\left(X \backslash C_{N}\right)>0$. Consider the set $E:=\left\{x \in X \mid f^{n}(x) \in X \backslash C_{N}\right.$ for infinitely many positive $n$ and infinitely many negative $n\}$. If $\mu$ is ergodic, then Poincaré recurrence implies that $\mu(E)=1$, and so the proof of Proposition 5.16 is completed by the following lemma, the idea of which goes back to Bowen and Marcus [Bow78, p. 13-14] (see also [PP90, p. 229] and [Sar13, Theorem 12.8]).

Lemma 5.17. For every $x \in E$ we have $\# \pi^{-1}(x) \leq N^{2}$.
Proof. Suppose there are $N^{2}+1$ distinct points $\mathbf{z}^{1}, \ldots, \mathbf{z}^{N^{2}+1} \in \Sigma$ such that $\pi\left(\mathbf{z}^{i}\right)=x$ for every $1 \leq i \leq N^{2}+1$. Then there is $m \in \mathbb{N}$ such that the words $\mathbf{z}_{[-m, m]}^{i}$ are all distinct. By the definition of $E$, there are $n_{1}, n_{2} \in \mathbb{Z}$ such that $n_{1} \leq-m<m \leq n_{2}$ and $f^{n_{1}}(x), f^{n_{2}}(x) \in X \backslash C_{N}$. By unique decipherability and the definition of $\Sigma$, for every pair of integers $k_{1} \in\left(n_{1}-N, n_{1}\right]$ and $k_{2} \in\left[n_{2}, n_{2}+N\right)$ there is at most one $\mathbf{z} \in \pi^{-1}(x)$ such that $\mathbf{z}_{k_{1}}=\mathbf{z}_{k_{2}}=a$. In particular, from the collection $\mathbf{z}^{1}, \ldots, \mathbf{z}^{N^{2}+1}$, there must be some $\mathbf{z}^{i} \in \pi^{-1}(x)$ with the property that $\mathbf{z}_{k}^{i} \neq a$ for every $k \in\left(n_{1}-N, n_{1}\right]$, or $\mathbf{z}_{k}^{i} \neq a$ for every $k \in\left[n_{2}, n_{2}+N\right)$. But then either $\pi\left(\mathbf{z}_{\left(n_{1}-N, n_{1}\right]}^{i}\right) \in \mathcal{E}^{\prime \prime}$ or $\pi\left(\mathbf{z}_{\left[n_{2}, n_{2}+N\right)}^{i}\right) \in \mathcal{E}^{\prime \prime}$, contradicting the assumption that $f^{n_{1}}(x), f^{n_{2}}(x) \in X \backslash C_{N}$.

Part $\langle\mathrm{F}\rangle$ of Theorem 3.3 is the following well-known lemma; for a proof, see Sar13, Proposition 13.2]. ${ }^{24}$

Lemma 5.18. If $\mu$ is an ergodic invariant measure on $X$ such that $\mu(\pi(\Sigma))=1$ and $\# \pi^{-1}(x)<\infty$ for $\mu$-a.e. $x \in X$, then there is an ergodic invariant measure $\nu$ on $\Sigma$ such that $\pi_{*} \nu=\mu$, and moreover $h(\nu)=h(\mu)$.
5.5. Verifying the pressure gap and Gibbs property. The remaining items in Theorem 3.3 are $\langle\mathrm{G}\rangle$ and $\langle\mathrm{H}\rangle$, which we prove here as Propositions 5.19 and 5.20 , respectively.

Proposition 5.19. If $I \subset \mathcal{L}$ is a generating set for $X$ for which $\mathcal{D}=\mathcal{D}(I)=\{w \in \mathcal{L}$ : $\mathcal{L} w \mathcal{L} \cap I \neq \emptyset\}$ has the property that $P(\mathcal{D}, \varphi)<P(\varphi)$, then $\mathcal{F}=I^{*}$ satisfies [[II'].

Proof. The collection $\mathcal{D}$ consists of all words that appear as subwords of a generator; in particular, $I \subset \mathcal{D}$. Let $\mathcal{E}^{\mathrm{p}}=\mathcal{E}^{\mathrm{s}}=\mathcal{D}$; we claim that $\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F E}^{\mathrm{s}} \subset \mathcal{D D} \cup \mathcal{D}$, so that $I \cup \mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right) \subset \mathcal{D D} \cup \mathcal{D}$, which will be enough to prove $\left[\mathbf{I I}^{\prime}\right]$ since $P(\mathcal{D D} \cup \mathcal{D}, \varphi)=$
 Observe that since $X=\overline{I^{\infty}}$, for every $w \in \mathcal{L}$, the nonempty open set $[w]$ intersects $I^{\infty}$. Writing $x \in[w] \cap I^{\infty}$, there is $\left(n_{k}\right)_{k \in \mathbb{Z}} \subset \mathbb{Z}$ such that $n_{k}<n_{k+1}$ and $v^{k}:=x_{\left[n_{k}, n_{k+1}\right)} \in I$ for all $k \in \mathbb{Z}$. Let $j \leq k$ be integers such that $n_{j} \leq 1<n_{j+1}$ and $n_{k} \leq|w|+1<n_{k+1}$. Then

[^15]$w=x_{[1,|w|]}$ is a subword of $x_{\left[n_{j}, n_{k+1}\right)}=w^{j} w^{j+1} \cdots w^{k}$. If $k=j$ this implies that $w \in \mathcal{D}$; if $k=j+1$ then $w \in \mathcal{D D}$, and if $k \geq j+2$ then
$$
w=x_{\left[1, n_{j+1}\right)} w^{j+1} \cdots w^{k-1} x_{\left[n_{k},|w|\right]} \in \mathcal{D} \mathcal{F} \mathcal{D}
$$
which proves the claim and completes the proof of Proposition 5.19.
Recall a standard construction of an equilibrium state: write $\delta_{x}$ for the point mass at $x \in X$, then for each $w \in \mathcal{L}$, let $x(w) \in[w]$ be a point that maximises $S_{|w|} \varphi$, and consider the measures defined by
\[

$$
\begin{equation*}
\nu_{n}=\frac{1}{\Lambda_{n}(\mathcal{L}, \varphi)} \sum_{w \in \mathcal{L}_{n}} e^{\hat{\varphi}(w)} \delta_{x(w)}, \quad \quad \mu_{n}=\frac{1}{n} \sum_{k=0}^{n-1} \sigma_{*}^{k} \nu_{n} \tag{5.14}
\end{equation*}
$$

\]

Proposition 5.20. Every weak ${ }^{*}$ limit point $\mu$ of the sequence $\left\{\mu_{n}\right\}$ is an equilibrium state for $\varphi$, and has the Gibbs property (2.14) for $\varphi$ on $\mathcal{F}$.

Proof. The first claim is shown in the proof of [Wal82, Theorem 9.10]. For the second, first fix $n \in \mathbb{N}$ and $w \in \mathcal{L}_{n}$. Then for $m>n$ and $1 \leq k<m-n$, we have

$$
\nu_{m}\left(\sigma^{-k}[w]\right)=\frac{\Lambda_{m}\left(\mathcal{H}_{m}(w, k), \varphi\right)}{\Lambda_{m}(\mathcal{L}, \varphi)} \leq \frac{Q_{4} e^{(m-|w|) P(\varphi)+\hat{\varphi}(w)}}{e^{m P(\varphi)}}
$$

where the inequality uses Proposition 4.6 for the numerator and Lemma 4.5 (specifically the first inequality of (4.8) for the denominator. Sending $m \rightarrow \infty$ gives the upper Gibbs bound in (2.14). To prove the lower Gibbs bound, we observe that when $w \in \mathcal{F}$, we have

$$
\nu_{m}\left(\sigma^{-k}[w]\right)=\frac{\Lambda_{m}\left(\mathcal{H}_{m}(w, k), \varphi\right)}{\Lambda_{m}(\mathcal{L}, \varphi)} \geq \frac{Q_{5} e^{(m-|w|) P(\varphi)+\hat{\varphi}(w)}}{Q_{2} e^{m P(\varphi)}}
$$

for all sufficiently large $m$; the inequality uses Lemma 4.5 for the denominator and Lemma 4.7 for the numerator. Sending $m \rightarrow \infty$ completes the proof of Proposition 5.20 .
5.6. Proof of Corollary 3.8 , Let $\tilde{X}=\left\{x \in A^{\mathbb{Z}}: x_{[n, \infty)} \in X\right.$ for all $\left.n \in \mathbb{Z}\right\}$ and $\tilde{\Sigma}=\left\{\mathbf{z} \in A_{I}^{\mathbb{Z}}: \mathbf{z}_{[n, \infty)} \in \Sigma\right.$ for all $\left.n \in \mathbb{Z}\right\}$. Define $p: \tilde{X} \rightarrow X$ by $p(x)=x_{[0, \infty)}$, and $\hat{p}: \tilde{\Sigma} \rightarrow \Sigma$ similarly. Then $p$ is not 1-1 but the induced map $p_{*}: \mathcal{M}_{\sigma}(\tilde{X}) \rightarrow \mathcal{M}_{\sigma}(X)$ is an entropypreserving bijection, and similarly for $\hat{p}_{*}: \mathcal{M}_{T}(\tilde{\Sigma}) \rightarrow \mathcal{M}_{T}(\Sigma)$; see [CT12, Proposition 2.1] for a proof of this well-known fact. Now $\tilde{\varphi}=\varphi \circ p \in C_{\mathrm{h}}(\tilde{X})$ and $\tilde{\Phi}=\Phi \circ \hat{p} \in C_{\mathrm{h}}(\tilde{\Sigma})$ are related by $\tilde{\Phi}=\tilde{\varphi} \circ \tilde{\pi}$, where $\tilde{\pi}: \tilde{\Sigma} \rightarrow \tilde{X}$ is the natural 1-block code. Because $X$ and $\tilde{X}$ have the same language, Corollary 3.4 applies to $(\tilde{X}, \tilde{\varphi})$, so $\tilde{\Phi}$ is strongly positive recurrent, and there is $P^{\prime}<P(\tilde{\varphi})$ such that for every ergodic $\mu \in \mathcal{M}_{\sigma}(\tilde{X})$ with $h(\mu)+\int \varphi d \mu>P^{\prime}$, we have $\mu=\pi_{*} \nu$ for some $\nu \in \mathcal{M}_{T}(\tilde{\Sigma})$ with $h(\mu)=h(\nu)$. Since $Z_{n}(\Phi, a)=Z_{n}(\tilde{\Phi}, a)$, which gives $P_{G}(\Phi)=P_{G}(\tilde{\Phi})$, and similarly for $Z_{n}^{*}$, this implies conclusion (a) for $\Phi$. Conclusion (b) for $(X, \varphi)$ follows since $p_{*}, \hat{p}_{*}$ are entropy-preserving bijections (and hence $\left.P(\varphi)=P(\tilde{\varphi})\right)$; existence of an equilibrium state with the Gibbs property for $\varphi$ on $\mathcal{F}$ follows similarly.

To prove $(\sqrt{1.2})$, suppose $\mathbf{z}, \mathbf{z}^{\prime} \in \Sigma$ have $\pi(\mathbf{z})=\pi\left(\mathbf{z}^{\prime}\right)$. Choose $\tilde{\mathbf{z}} \in \hat{p}^{-1}(\mathbf{z})$ and $\tilde{\mathbf{z}}^{\prime} \in \hat{p}^{-1}\left(\mathbf{z}^{\prime}\right)$. By Lemma 5.4(d), $\tilde{x}=\pi \tilde{\mathbf{z}} \in X$ and $\tilde{x}^{\prime}=\pi \tilde{\mathbf{z}}^{\prime} \in X$ have bi-infinite $\mathcal{F}$-marking sets $J, J^{\prime} \subset \mathbb{Z}$. Choose $r \in \mathbb{N}$ such that $J \cap[0, r) \neq \emptyset$ and $J^{\prime} \cap[0, r) \neq \emptyset$. Because $\tilde{x}_{[0, \infty)}=\tilde{x}_{[0, \infty)}^{\prime}, J^{\prime} \cap[0, \infty)$ is an $\mathcal{F}$-marking set for $\tilde{x}$, and so by Lemma 5.5, $\left(J \cup J^{\prime}\right) \cap[r, \infty)$ is an $\mathcal{F}$-marking set for $\tilde{x}$. Let $a=\min (J \cap[r, \infty))$, and let $J^{\prime \prime}=J \cup\left(J^{\prime} \cap[a, \infty)\right)$. Then $J^{\prime \prime}$ is a bi-infinite $\mathcal{F}$-marking
set for $\tilde{x}$. By Lemma $5.6, J^{\prime \prime}$ is contained in a bi-infinite maximal $\mathcal{F}$-marking set for $\tilde{x}$, and so by Lemma 5.4|(b), every $j \in J^{\prime \prime}$ has $\tilde{\mathbf{z}}_{j}=(w, 1)$ for some $w \in I$.

A similar argument applies to $\mathbf{z}^{\prime}$, so for all sufficiently large $n \in J \cup J^{\prime}$, there are $w, w^{\prime} \in I$ with $|w|=\left|w^{\prime}\right|$ such that $\mathbf{z}_{n}=(w, 1)$ and $\mathbf{z}_{n}^{\prime}=\left(w^{\prime}, 1\right)$. Since $I$ is uniquely decipherable by Proposition 5.1, this implies that $w=w^{\prime}$, and we conclude that $\mathbf{z}_{[n, \infty)}=\mathbf{z}_{[n, \infty)}^{\prime}$. Injectivity on $\operatorname{Per}(\Sigma)$ follows since every $\mathbf{z} \in \operatorname{Per}(\Sigma)$ is completely determined by $\mathbf{z}_{[n, \infty)}$ for any $n \in \mathbb{N}$.

## 6. Consequences of strong positive recurrence

In this section we prove Theorem 3.9. Equality of $P(\varphi)$ and $P_{G}(\Phi)$ is proved in 6.1 , together with conclusions (i) and (iii) on uniqueness and periodic orbits. The remaining statistical properties are proved in $\$ 6.2$ for one-sided shifts, and $\S 6.3$ for two-sided shifts. Before proceeding, we recall some well-known facts about the relationship between the oneand two-sided cases.

Let $X$ and $\Sigma$ be two-sided, with alphabets $A$ and $V$, respectively. As in $\$ 5.6$, define $p: A^{\mathbb{Z}} \rightarrow A^{\mathbb{N} \cup\{0\}}$ by $p(x)=x_{[0, \infty)}$, and define $\hat{p}: V^{\mathbb{Z}} \rightarrow V^{\mathbb{N} \cup\{0\}}$ similarly. Let $X^{+}=p(X)$ and $\Sigma^{+}=\hat{p}(\Sigma)$. Then $p_{*}: \mathcal{M}_{\sigma}(X) \rightarrow \mathcal{M}_{\sigma}\left(X^{+}\right)$and $\hat{p}_{*}: \mathcal{M}_{T}(\Sigma) \rightarrow \mathcal{M}_{T}\left(\Sigma^{+}\right)$are entropypreserving bijections. The following result goes back to Sinai [Sin72, §3.2]; see also [Bow75, Lemma 1.6], and [Dao13, Theorem 3.1] for the countable-state case.

Lemma 6.1. Given a two-sided countable-state Markov shift $\Sigma$ and $\Psi \in C_{h}(\Sigma)$, there is a bounded function $u \in C_{\mathrm{h}}(\Sigma)$ such that the function $\Psi^{+}:=\Psi-u+u \circ T \in C_{\mathrm{h}}(\Sigma)$ only depends on non-negative coordinates; that is, $\Psi^{+}(\mathbf{z})=\Psi^{+}\left(\mathbf{z}^{\prime}\right)$ whenever $\mathbf{z}_{k}=\mathbf{z}_{k}^{\prime}$ for all $k \geq 0$. The maps $\Psi \mapsto u$ and $\Psi \mapsto \Psi^{+}$are linear. The function $\Psi^{+}$can be considered as a function $\Sigma^{+} \rightarrow \mathbb{R}$, and is Hölder continuous with the same constant and exponent as $\Psi^{+}: \Sigma \rightarrow \mathbb{R}$. Finally, for any $\mathbf{z} \in \Sigma$ we have

$$
\begin{equation*}
\left|S_{n} \Psi^{+}(\hat{p}(\mathbf{z}))-S_{n} \Psi(\mathbf{z})\right| \leq 2\|u\| . \tag{6.1}
\end{equation*}
$$

### 6.1. Equality of pressures.

Lemma 6.2. Let $\Sigma$ be a one- or two-sided countable-state Markov shift and $\pi$ a 1-block code from $\Sigma$ to a shift space $X$ on a finite alphabet. Then for every $\varphi \in C^{\beta}(X)$, we have $\Phi=\varphi \circ \pi \in C^{\beta}(\Sigma)$ with $|\Phi|_{\beta} \leq|\varphi|_{\beta}$. If there is a state a for $\Sigma$ such that $\pi$ is 1-1 on $\operatorname{Per}_{n}(\Sigma, a)$ for every $n \in \mathbb{N}$, then $P_{G}(\Phi) \leq \varlimsup_{n \rightarrow \infty} \frac{1}{n} \log \sum_{x \in \operatorname{Per}_{n}(X)} e^{S_{n} \varphi(x)} \leq P(\varphi)$.

Proof. The estimate on $|\Phi|_{\beta}$ follows since $\pi$ is a 1-block code and hence does not expand distances. For the estimate on $P_{G}(\Phi)$, observe that injectivity of $\pi$ on $\operatorname{Per}_{n}(\Sigma, a)$ gives

$$
Z_{n}(\Phi, a)=\sum_{\mathbf{z} \in \operatorname{Per}_{n}(\Sigma, a)} e^{\sum_{k=0}^{n-1} \varphi \circ \pi\left(T^{k} \mathbf{z}\right)} \leq \sum_{x \in \operatorname{Per}_{n}(X)} e^{S_{n} \varphi(x)} \leq \Lambda_{n}(\varphi) ;
$$

taking logs, dividing by $n$, and sending $n \rightarrow \infty$ completes the proof.
Lemma 6.3. If $(\Sigma, T)$ is a topologically transitive one- or two-sided countable-state Markov shift and $\Phi \in C_{\mathrm{h}}(\Sigma)$ satisfies $P_{G}(\Phi)<\infty$, then $P_{G}(\Phi)=\sup \left\{h(\nu)+\int \Phi d \nu: \nu \in \mathcal{M}_{T}(\Sigma)\right\}$, and there is at most one $\nu \in \mathcal{M}_{T}(\Sigma)$ that achieves the supremum.

Proof. The one-sided case follows from [Sar99, Theorems 4 and 7] and [BS03, Theorem 1.1]. ${ }^{25}$ In the two-sided case, let $\Phi^{+} \in C_{\mathrm{h}}\left(\Sigma^{+}\right)$be given by Lemma 6.1. Then we have

$$
P_{G}(\Phi)=P_{G}\left(\Phi^{+}\right)=\sup _{\nu \in \mathcal{M}_{T}(\Sigma)}\left(h\left(\hat{p}_{*} \nu\right)+\int \Phi^{+} d\left(\hat{p}_{*} \nu\right)\right)=\sup _{\nu \in \mathcal{M}_{T}(\Sigma)}\left(h(\nu)+\int \Phi d \nu\right),
$$

where the first equality uses (6.1), the second uses the one-sided result and the fact that $\hat{p}_{*}$ is a bijection, and the third uses the fact that $\hat{p}_{*}$ preserves entropy and that $\Phi, \Phi^{+}$are cohomologous so they have the same integrals with respect to any invariant measure.

Lemma 6.4. If $X, \Sigma, \pi, \varphi$ are as in the hypothesis of Theorem 3.9, then $\Phi=\varphi \circ \pi$ has $P_{G}(\Phi)=P(\varphi)$. Moreover, $(X, \sigma, \varphi)$ and $(\Sigma, T, \Phi)$ have unique equilibrium states $\mu, m$, related by $\mu=\pi_{*} m$.

Proof. Observe that $(X, \sigma, \varphi)$ has at least one equilibrium state by upper semi-continuity of entropy. If $\mu$ is any ergodic equilibrium state for $(X, \sigma, \varphi)$, then by (b) we have $\mu=\pi_{*} \nu$ for some $\nu \in \mathcal{M}_{T}(\Sigma)$ with $h(\nu)=h(\mu)$. Along with Lemmas 6.2 and 6.3, this gives

$$
P_{G}(\Phi) \leq P(\varphi)=h(\mu)+\int \varphi d \mu=h(\nu)+\int \Phi d \nu \leq P_{G}(\Phi) .
$$

Thus $P_{G}(\Phi)=P(\varphi)$, and $\nu$ achieves the supremum in Lemma 6.3. Since there is at most one $\nu$ achieving this supremum, the result follows.

Lemma 6.4 establishes conclusion (i) of Theorem 1.1. For the result on periodic orbits, let $\mu_{n}$ be the measures from (2.15). As in Wal82, Theorem 9.10], any weak* limit point of the sequence $\mu_{n}$ is invariant with $h(\mu)+\int \varphi d \mu \geq \overline{\lim }_{n \rightarrow \infty} \frac{1}{n} \log \sum_{x \in \operatorname{Per}_{n}(X)} e^{S_{n} \varphi(x)}=P(\varphi)$, where the last equality follows from Lemmas 6.2 and 6.4. This shows that every weak*-limit point of the sequence $\mu_{n}$ is an equilibrium state for $(X, \varphi)$; by uniqueness, this proves (iii),
6.2. One-sided shifts. Now we prove statistical properties for one-sided shifts; see 66.3 for the two-sided case. Let $\Sigma_{0}, \ldots, \Sigma_{p-1}$ be the disjoint closed sets in the spectral decomposition of $\Sigma$, so that $\left(\Sigma_{i}, T^{p}\right)$ is a topologically mixing countable-state Markov shift upon recoding by cylinders of length $p$. Under this recoding, $\Sigma_{i}$ is equipped with the metric

$$
d_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=e^{-k_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)}, \quad k_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)=\min \left\{|k|: \mathbf{z}_{[p k,(p+1) k)} \neq \mathbf{z}_{[p k,(p+1) k)}^{\prime}\right\},
$$

relative to which we have the following result for $\Phi^{\prime}:=\sum_{j=0}^{p-1} \Phi \circ T^{j}$.
Lemma 6.5. $\Phi^{\prime}$ is Hölder continuous in the metric $d_{p}$, with $\left|\Phi^{\prime}\right|_{\beta} \leq p e^{p \beta}|\Phi|_{\beta}$.
Proof. For each $\mathbf{z}, \mathbf{z}^{\prime}$ and $0 \leq j<p$ we have $d\left(T^{j} \mathbf{z}, T^{j} \mathbf{z}^{\prime}\right) \leq e^{-\left(k_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)-1\right) p} \leq e^{p} d_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)^{p}$, and thus $\left|\Phi^{\prime}(\mathbf{z})-\Phi^{\prime}\left(\mathbf{z}^{\prime}\right)\right| \leq|\Phi|_{\beta} \sum_{j=0}^{p-1} d\left(T^{j} \mathbf{z}, T^{j} \mathbf{z}^{\prime}\right)^{\beta} \leq p e^{p \beta}|\Phi|_{\beta} d_{p}\left(\mathbf{z}, \mathbf{z}^{\prime}\right)^{p \beta}$.

For each $i, \Phi^{\prime} \in C_{\mathrm{h}}\left(\Sigma_{i}\right)$ is strongly positive recurrent and $\left(\Sigma_{i}, T^{p}\right)$ is topologically mixing. Let $m \in \mathcal{M}_{T}(\Sigma)$ be the unique equilibrium state for $(\Sigma, T, \Phi)$ from Lemma 6.4 then $m_{i}=\left.m\right|_{\Sigma_{i}} \cdot p$ is the unique equilibrium state for $\left(\Sigma_{i}, T^{p}, \bar{\Phi}\right)$.

[^16]To obtain the statistical properties claimed in conclusions (iv) (vi), we use the formulation given by Cyr and Sarig in CS09, which is most convenient to our present setting. What follows could also be done using the machinery of Young towers developed in [You98, You99].

By [CS09, Theorem 2.1], strong positive recurrence of ( $\Sigma_{i}, T^{d}, \Phi^{\prime}$ ) implies the spectral gap property [CS09, Definition 1.1], and then [CS09, Theorem 1.1] implies the following.

- Exponential decay of correlations. Given $\beta>0$, there are $\theta \in(0,1)$ and $C>0$ such that for every $\Psi_{1} \in L^{\infty}\left(\Sigma_{i}, m_{i}\right), \Psi_{2} \in C^{\beta}\left(\Sigma_{i}\right)$ and $n \in \mathbb{N}$ we have

$$
\left|\int\left(\Psi_{1} \circ T^{p n}\right) \Psi_{2} d m_{i}-\int \Psi_{1} d m_{i} \int \Psi_{2} d m_{i}\right| \leq C\left\|\Psi_{1}\right\|_{\infty}\left\|\Psi_{2}\right\|_{\beta} \theta^{n} .
$$

In CS09 the upper bound is $K\left(\Psi_{1}, \Psi_{2}\right) \theta^{n}$; the bound here uses Lemma 2.1.

- Central limit theorem. If $\Psi^{\prime} \in C_{\mathrm{h}}\left(\Sigma_{i}\right)$ has $\int \Psi^{\prime} d m_{i}=0$ and is not equal to $v-v \circ T^{p}$ for any continuous $v: \Sigma_{i} \rightarrow \mathbb{R}$, then there is $\sigma_{\Psi^{\prime}}>0$ such that for all $\tau \in \mathbb{R}$ we have

$$
\lim _{n \rightarrow \infty} m_{i}\left\{\mathbf{z} \in \Sigma_{i} \left\lvert\, \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \Psi^{\prime}\left(T^{p k} \mathbf{z}\right) \leq \tau\right.\right\}=\frac{1}{\sigma_{\Psi^{\prime}} \sqrt{2 \pi}} \int_{-\infty}^{\tau} e^{-\frac{t^{2}}{2 \sigma_{\Psi^{\prime}}^{2}}} d t
$$

- Analyticity of pressure. If $\Psi^{\prime} \in C^{\beta}\left(\Sigma_{i}\right)$, then $t \mapsto P_{G}^{T^{p}}\left(\Phi^{\prime}+t \Psi^{\prime}\right)$ is real analytic on a neighbourhood of 0 ; we write $P_{G}^{T^{p}}$ to emphasize that the quantity here is Gurevich pressure for the action of $T^{p}$ on the shift whose alphabet is words of length $p$.
Now we prove (iv) (vi) for $X$. For (iv), let $Z_{i}=\pi\left(\Sigma_{i}\right) \subset X$; these sets may not be disjoint since $\pi$ is not 1-1. Given $0 \leq j<p$, let $X_{j}:=\bigcup_{i=0}^{p-1} Z_{i} \cap Z_{i+j}(\bmod p)$. Then $X_{j}$ is $\sigma$-invariant and so be ergodicity we have $\mu\left(X_{j}\right)=0$ or $\mu\left(X_{j}\right)=1$ for each $j$. The set $\left\{j: \mu\left(X_{j}\right)=1\right\}$ is closed under addition $\bmod p$, so $d:=\min \left\{j>0: \mu\left(X_{j}\right)=1\right\}$ is a factor of $p$. Given $0 \leq i<d$, let $Y_{i}=\bigcup_{k=0}^{p / d-1} Z_{i+k d}$; then $\mu\left(Y_{i} \cap Y_{i^{\prime}}\right)=0$ for all $i \neq i^{\prime}$, and $\sigma\left(Y_{i}\right)=Y_{i+1}(\bmod d)$.

Note that if (1.2) is satisfied, then given $\mathbf{z}, \mathbf{z}^{\prime} \in \Sigma$ with $\pi(\mathbf{z})=\pi\left(\mathbf{z}^{\prime}\right)$, we have $T^{n} \mathbf{z}=$ $T^{n} \mathbf{z}^{\prime}$ for some $n \in \mathbb{N}$; let $i \in\{0,1, \ldots, p-1\}$ be such that $T^{n} \mathbf{z}=T^{n} \mathbf{z}^{\prime} \in \Sigma_{i}$, then $\mathbf{z}, \mathbf{z}^{\prime} \in \Sigma_{i-n}(\bmod p)$. Thus the sets $Z_{i}$ are all disjoint, and hence $d=p$ when $(1.2$ holds. Observe that the argument in this paragraph and the previous one works in both the oneand two-sided cases.

Now we restrict our attention to the one-sided case. For each $0 \leq i<d$, let $\mu_{i}=$ $\frac{d}{p} \sum_{k=0}^{p / d-1} \pi_{*} m_{i+k d}$, so $\mu_{i}\left(Y_{i}\right)=1$. Given $\psi_{1}, \psi_{2} \in C^{\beta}(X)$ with $\int \psi_{1} d \mu_{i}=\int \psi_{2} d \mu_{i}=0$, let $\Psi_{j}=\psi_{j} \circ \pi \in C^{\beta}(\Sigma)$, so

$$
\begin{equation*}
\left|\int\left(\psi_{1} \circ \sigma^{d n}\right) \psi_{2} d \mu_{i}\right| \leq \sum_{k=0}^{p / d-1}\left|\int\left(\Psi_{1} \circ T^{d n}\right) \Psi_{2} d m_{i+k d}\right| . \tag{6.4}
\end{equation*}
$$

Write $d n=p q+r$ for $q \in \mathbb{N}$ and $r \in\{0,1, \ldots, p-1\}$; then since $m_{i+k d}=T_{*}^{k d} m_{i}$, we have

$$
\begin{aligned}
\left|\int\left(\Psi_{1} \circ T^{d n}\right) \Psi_{2} d m_{i+k d}\right| & =\left|\int\left(\Psi_{1} \circ T^{d k+p q+r}\right)\left(\Psi_{2} \circ T^{d k}\right) d m_{i}\right| \\
& \leq C\left\|\Psi_{1} \circ T^{d k+r}\right\|_{\infty}\left\|\Psi_{2} \circ T^{d k}\right\|_{\beta} \theta^{\frac{d}{p} n} \leq C\left\|\Psi_{1}\right\|_{\infty}\left\|\Psi_{2}\right\|_{\beta} e^{\beta d k} \theta^{\frac{d}{p} n}
\end{aligned}
$$

where the first inequality uses (6.2) and the second uses (2.6) (with $T$ instead of $\sigma$ ). Along with (6.4), this gives $\left|\int\left(\psi_{1} \circ \sigma^{d n}\right) \psi_{2} d \mu_{i}\right| \leq C \frac{p}{d} e^{\beta p}\left\|\psi_{1}\right\|_{\infty}\left\|\psi_{2}\right\|_{\beta} \theta^{\frac{d}{p} n}$, which proves (iv).

For the central limit theorem in conclusion (v), fix $\psi \in C^{\beta}(\Sigma)$ with $\int \psi d \mu=0$. Let $\Psi=\psi \circ \pi$ and $\Psi^{\prime}=S_{p} \Psi$, so $\int \Psi^{\prime} d m_{i}=0$ for each $i$.

Lemma 6.6. If $\Psi^{\prime}=v-v \circ T^{p}$ for some continuous $v: \Sigma_{i} \rightarrow \mathbb{R}$, then $\psi=u-u \circ \sigma$ for some $\mu$-integrable $u: X \rightarrow \mathbb{R}$.
Proof. Let $f=\sum_{j=1}^{p-1} j \Psi \circ T^{p-1-j}$; then $f-f \circ T=p \Psi-\Psi^{\prime}$. Writing $g=\sum_{j=0}^{p-1} v \circ T^{j}$ gives $g-g \circ T=v-v \circ T^{p}=\Psi^{\prime}$, so $(f+g)-(f+g) \circ T=p \Psi$. By [Gou06, Theorem 1.6], $v \in L^{1}(m)$, so $f+g \in L^{1}(m)$. Consider the conditional expectation $h=\mathbb{E}\left[f+g \mid \pi^{-1} \mathcal{B}\right]$, where $\mathcal{B}$ is the Borel $\sigma$-algebra on $X$. By $\left(\pi^{-1} \mathcal{B}\right)$-measurability of $\Psi=\psi \circ \pi$, we have

$$
\begin{equation*}
h-h \circ T=\mathbb{E}\left[(f+g)-(f+g) \circ T \mid \pi^{-1} \mathcal{B}\right]=\mathbb{E}\left[p \Psi \mid \pi^{-1} \mathcal{B}\right]=p \Psi . \tag{6.5}
\end{equation*}
$$

Since $h$ is $\left(\pi^{-1} \mathcal{B}\right)$-measurable, there is $u \in L^{1}(\mu)$ such that $h=p u \circ \pi$, and (6.5) gives $u-u \circ \sigma=\psi \mu$-a.e (using the fact that $\mu(\pi \Sigma)=1$ ). Modifying $u$ on a null set gives the coboundary relationship everywhere.

By Lemma 6.6, if $\psi$ is not cohomologous to a constant, then $\Psi^{\prime} \neq v-v \circ T^{p}$ for any continuous $v$, so (6.3) holds for some $\sigma_{\Psi^{\prime}}>0$. Using $\mu=\pi_{*} m=\frac{1}{p} \sum_{i=0}^{p-1} \pi_{*} m_{i}$, we get

$$
\begin{align*}
\mu\left\{x: \frac{1}{\sqrt{p n}} S_{p n} \psi(x) \leq \tau\right\}= & \frac{1}{p} \sum_{i=0}^{p-1} m_{i}\left\{\mathbf{z}: \frac{1}{\sqrt{p n}} \sum_{k=0}^{n-1} \Psi^{\prime}\left(T^{p k} \mathbf{z}\right) \leq \tau\right\}  \tag{6.6}\\
& \rightarrow \frac{1}{\sigma_{\Psi^{\prime}} \sqrt{2 \pi}} \int_{-\infty}^{\tau \sqrt{p}} e^{-\frac{t^{2}}{2 \sigma_{\Psi^{\prime}}^{2}}} d t=\frac{\sqrt{p}}{\sigma_{\Psi^{\prime}} \sqrt{2 \pi}} \int_{-\infty}^{\tau} e^{-\frac{s^{2} p}{2 \sigma_{\Psi^{\prime}}}} d s,
\end{align*}
$$

where the last equality uses the change of variables $s=t / \sqrt{p}$. By comparing $\frac{1}{\sqrt{p n}} S_{p n} \psi$ to $\frac{1}{N} S_{N} \psi$ for $p n \leq N<p(n+1)$ and using continuity in $\tau$ of the last expression in 6.6), this implies the central limit theorem for $\psi$ with $\sigma_{\psi}=\sigma_{\Psi^{\prime}} / \sqrt{p}$, completing the proof of (v)

Finally, for analyticity we start by observing that given $\Psi \in C_{h}(\Sigma)$, Lemma 6.3 gives $P_{G}^{T^{p}}\left(S_{p} \Psi\right)=p \cdot P_{G}^{T}(\Psi)$, and thus $t \mapsto P_{G}(\Phi+t \Psi)$ is real analytic on a neighborhood of 0 . Now observe that injectivity of $\pi$ on $\operatorname{Per}_{n}(\Sigma, a)$ does not depend on $\varphi$, and that properties (a) and (b) are stable under uniformly small perturbations. More precisely, if $\psi \in C_{\mathrm{h}}(X)$ has $2\|\psi\|<P_{G}(\Phi)-\overline{\lim } \frac{1}{n} \log Z_{n}^{*}(\Phi, a)$, then for $\Psi=\psi \circ \pi$ we have

$$
\varlimsup \frac{1}{n} \log Z_{n}^{*}(\Phi+\Psi, a) \leq\|\psi\|+\varlimsup \frac{1}{\lim } \frac{1}{n} \log Z_{n}^{*}(\Phi, a)<P_{G}(\Phi)-\|\psi\| \leq P_{G}(\Phi+\Psi)
$$

so $\Phi+\Psi$ is strongly positive recurrent as well. Similarly, if $P^{\prime}<P(\varphi)$ is as in (b) and $2\|\psi\| \leq P(\varphi)-P^{\prime}$, then every ergodic $\mu \in \mathcal{M}_{\sigma}(X)$ with $h(\mu)+\int(\varphi+\psi) d \mu>P^{\prime}+\|\psi\|$ has $h(\mu)+\int \varphi d \mu>P^{\prime}$, and thus $\mu=\pi_{*} \nu$ for some $\nu \in \mathcal{M}_{T}(\Sigma)$ with $h(\nu)=h(\mu)$; since $P^{\prime}+\|\psi\|<P(\varphi)-\|\psi\| \leq P(\varphi+\psi)$, this shows that $\varphi+\psi$ satisfies (b). By Lemma 6.4, we conclude that for all $\psi \in C_{\mathrm{h}}(X)$, there is $\varepsilon>0$ such that $P_{G}(\Phi+t \Psi)=P(\varphi+t \psi)$ when $|t|<\varepsilon$, hence $t \mapsto P(\varphi+t \psi)$ is real analytic on a neighborhood of 0 , proving (vi).
6.3. Two-sided shifts. Now suppose that $X$ is a two-sided shift space satisfying the hypotheses of Theorem 3.9 for some two-sided countable-state Markov shift $\Sigma$, 1-block code $\pi: \Sigma \rightarrow X$, and $\varphi \in C_{\mathrm{h}}(X)$. Let $\Phi=\varphi \circ \pi \in C_{\mathrm{h}}(\Sigma)$, and let $\Phi^{+} \in C_{\mathrm{h}}\left(\Sigma^{+}\right)$be given by Lemma 6.1. Since $\Phi$ is strongly positive recurrent, it follows from (6.1) that $\Phi^{+}$is strongly positive recurrent as well. Let $\mu$ and $m$ be the unique equilibrium states for $(X, \sigma, \varphi)$ and
$(\Sigma, T, \Phi)$ from Lemma 6.4, and let $m^{+}=\hat{p}_{*} m$, so that $m^{+}$is the unique equilibrium state for $\left(\Sigma^{+}, T, \Phi^{+}\right)$. Finally, let $\pi^{+}: \Sigma^{+} \rightarrow X^{+}$be the 1 -block code defined by the same map $V \rightarrow A$ as $\pi$; then $\pi^{+} \circ \hat{p}=p \circ \pi$, and so $\mu^{+}:=\pi_{*}^{+} m^{+}=p_{*} \mu$.

We prove (iv) (vi) assuming that $\Sigma^{+}$is topologically mixing; the extension to the topologically transitive case is just as above. Given mixing, the previous section gives $C>0$ such that for every $\psi_{1}^{+}, \psi_{2}^{+} \in C^{\beta}\left(X^{+}\right)$with $\int \psi_{1}^{+} d \mu=\int \psi_{2}^{+} d \mu=0$, we have

$$
\begin{equation*}
\left|\int\left(\psi_{1}^{+} \circ \sigma^{n}\right) \psi_{2}^{+} d \mu^{+}\right| \leq C\left\|\psi_{1}^{+}\right\|\left\|\psi_{2}^{+}\right\|_{\beta} \theta^{n} \text { for all } n \geq 0 \tag{6.7}
\end{equation*}
$$

We deduce exponential decay of correlations for the two-sided shift ( $X, \sigma, \mu$ ) following [PP90, Proposition 2.4] (see also You98, §4]). Given $\psi_{1}, \psi_{2} \in C^{\beta}(X)$ with $\int \psi_{1} d \mu=$ $\int \psi_{2} d \mu=0$ and $k \in \mathbb{N}$, we approximate $\psi_{i}$ with functions $\psi_{i}^{k} \in C^{\beta}(X)$ that depend only on the coordinates $-k, \ldots, k$, as follows. Choose any function $\xi: \mathcal{L}_{2 k+1} \rightarrow X$ such that $\xi(w)_{i}=w_{i+k+1}$ for all $|i| \leq k$; then define $\zeta_{k}: X \rightarrow X$ by $\zeta_{k}(x)=\xi\left(x_{[-k, k]}\right)$. Finally, put $\psi_{i}^{k}=\psi_{i} \circ \zeta_{k}$. Observe that $\left|\psi_{i}^{k}\right|_{\beta} \leq\left|\psi_{i}\right|_{\beta}$ since $d\left(\zeta_{k} x, \zeta_{k} y\right) \leq d(x, y)$ for all $x, y \in X$. Moreover, $\left\|\psi_{i}-\psi_{i}^{k}\right\| \leq|\psi|_{\beta} e^{-\beta k}$.

Since $\psi_{i}^{k}\left(\sigma^{k} x\right)$ only depends on $x_{[0, \infty)}=p(x)$, we can treat $\psi_{i}^{k} \circ \sigma^{k}$ as a function on $X^{+}$, and thus for every $n \geq 0$, (6.7) and (2.6) give

$$
\begin{equation*}
\left|\int\left(\psi_{1}^{k} \circ \sigma^{n}\right) \psi_{2}^{k} d \mu\right|=\left|\int\left(\left(\psi_{1}^{k} \circ \sigma^{k}\right) \circ \sigma^{n}\right)\left(\psi_{2}^{k} \circ \sigma^{k}\right) d \mu\right| \leq C\left\|\psi_{1}\right\|\left\|\psi_{2}\right\|_{\beta} e^{\beta k} \theta^{n} . \tag{6.8}
\end{equation*}
$$

Thus by writing

$$
\left(\psi_{1} \circ \sigma^{n}\right) \psi_{2}=\left(\psi_{1} \circ \sigma^{n}-\psi_{1}^{k} \circ \sigma^{n}\right) \psi_{2}+\left(\psi_{1}^{k} \circ \sigma^{n}\right)\left(\psi_{2}-\psi_{2}^{k}\right)+\left(\psi_{1}^{k} \circ \sigma^{n}\right)\left(\psi_{2}^{k}\right)
$$

and integrating, we deduce that

$$
\begin{aligned}
\left|\int\left(\psi_{1} \circ \sigma^{n}\right) \psi_{2} d \mu\right| & \leq\left\|\psi_{1}-\psi_{1}^{k}\right\|\left\|\psi_{2}\right\|+\left\|\psi_{1}\right\|\left\|\psi_{2}-\psi_{2}^{k}\right\|+C\left\|\psi_{1}\right\|\left\|\psi_{2}\right\|_{\beta} e^{\beta k} \theta^{n} \\
& \leq\left\|\psi_{1}\right\|_{\beta}\left\|\psi_{2}\right\|_{\beta}\left(2 e^{-\beta k}+C e^{\beta k} \theta^{n}\right)
\end{aligned}
$$

Fix $\gamma>0$ small enough that $\beta \gamma+\log \theta<0$, and given $n \in \mathbb{N}$, choose $k \in \mathbb{N}$ with $\gamma n / 2 \leq k \leq \gamma n$; then the above estimate gives

$$
\left|\int\left(\psi_{1} \circ \sigma^{n}\right) \psi_{2} d \mu\right| \leq\left\|\psi_{1}\right\|_{\beta}\left\|\psi_{2}\right\|_{\beta}\left(2 e^{-\beta \gamma n / 2}+K e^{(\beta \gamma+\log \theta) n}\right),
$$

which proves exponential decay of correlations for $(X, \sigma, \mu)$.
For the central limit theorem, consider $\psi \in C^{\beta}(X)$ with $\int \psi d \mu=0$. Let $\Psi=\psi \circ$ $\pi \in C^{\beta}(\Sigma)$, and let $\Psi^{+}, u$ be as in Lemma 6.1. As in the previous section, if $\psi$ is not cohomologous to a constant then neither is $\Psi^{+}$. By (6.1) we have

$$
\begin{equation*}
\left|\frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \Psi^{+}\left(T^{k} \hat{p}(\mathbf{z})\right)-\frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \Psi\left(T^{k} \mathbf{z}\right)\right| \leq \frac{2\|u\|}{\sqrt{n}} \tag{6.9}
\end{equation*}
$$

Write $G_{n}^{\mu}(\tau)=\mu\left\{x \in X \left\lvert\, \frac{1}{\sqrt{n}} \sum_{k=0}^{n-1} \psi\left(\sigma^{k} x\right) \leq \tau\right.\right\}$, and similarly for $G_{n}^{m}(\tau)$ (summing over $T$-orbits on $\left.\Sigma^{+}\right)$. Then (6.9) gives $G_{n}^{m}\left(\tau-\frac{2\|u\|}{\sqrt{n}}\right) \leq G_{n}^{\mu}(\tau) \leq G_{n}^{m}\left(\tau+\frac{2\|u\|}{\sqrt{n}}\right)$, and thus $G_{n}^{\mu}(\tau)$ converges to the right-hand side of (6.3) (this uses continuity of that expression).

For analyticity, we observe that the linearity in Lemma 6.1 gives $(\Phi+t \Psi)^{+}=\Phi^{+}+t \Psi^{+}$, so $P_{G}(\Phi+t \Psi)=P_{G}\left(\Phi^{+}+t \Psi^{+}\right)$is analytic in $t$ near 0 , and as in the one-sided case we have $P(\varphi+t \psi)=P_{G}(\Phi+t \Psi)$ for $|t|$ sufficiently small, proving conclusion (vi) of Theorem 1.1.

Finally, it follows from [Dao13] that $(\Sigma, T, m)$ is Bernoulli up to a period, and thus its factor $(X, \sigma, \mu)$ is also Bernoulli up to a period by Orn70.

## 7. Proof of Theorem 3.1

Now we turn our attention to Theorem 3.1 and assume that we have $\mathcal{G} \subset \mathcal{L}$ satisfying $[\mathbf{I}],[\mathbf{I I}],\left[\mathbf{I I I}_{\mathrm{a}}\right],\left[\mathbf{I I I}_{\mathrm{b}}\right]$, We must produce $\mathcal{F} \subset \mathcal{L}$ satisfying $\left[\mathbf{I}_{\mathbf{0}}\right],\left[\left[\mathbf{I I}^{\prime}\right]\right.$, and $\left.\left[\mathbf{I I I}^{*}\right]\right]$ such that $\mu$ has the Gibbs property for $\varphi$ on $\mathcal{G}$ if and only if $\mu$ has the Gibbs property for $\varphi$ on $\mathcal{F}$. We first dispense with a trivial case. We say that $\mathcal{G} \subset \mathcal{L}$ is periodic if there is a periodic sequence $x \in X$ such that every $w \in \mathcal{G}$ appears somewhere in $x$.

Proposition 7.1. If $(X, \varphi)$ is such that there is a periodic $\mathcal{G} \subset \mathcal{L}$ satisfying [IT] and [II], then there is $\mathcal{F} \subset \mathcal{L}$ satisfying $\left[\mathbf{I}_{0}\right],\left[\mathbf{I I}^{\prime}\right]$, and $\left[\mathbf{I I I}^{*}\right]$,
Proof. Let $x \in X$ be periodic such that every $w \in \mathcal{G}$ appears in $x$. Let $d \in \mathbb{N}$ be the least period of $x$ and let $\mathcal{F}=\left\{x_{[1, k d]} \mid k \in \mathbb{N}\right\}$. Then $\mathcal{F}$ has [ $\left.\mathbf{I}_{0}\right]$ and [III*] (the second assertion uses the fact that $d$ is minimal). Let $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\text {s }}$ be given by [II] and put $\mathcal{E}^{\mathrm{p}}=\mathcal{C}^{\mathrm{p}} \mathcal{L}_{\leq d} \cap \mathcal{L}$, $\mathcal{E}^{\mathrm{s}}=\mathcal{L}_{\leq d} \mathcal{C}^{\mathrm{s}} \cap \mathcal{L}$. Then given any $u^{p} \in \mathcal{C}^{\mathrm{p}}, v \in \mathcal{G}, u^{s} \in \mathcal{C}^{\text {s }}$, we note that there are $i \in[1, d]$ and $j \in(|v|-d,|v|]$ such that $v_{[i, j]} \in \mathcal{F}$, and hence $u^{p} v u^{s}=\left(u^{p} v_{[1, i)}\right) v_{[i, j]}\left(v_{(j, \mid v]]} u^{s}\right) \in$ $\mathcal{E}^{\mathrm{p}} \mathcal{F E}^{\mathrm{s}}$. Together with the observation that $P\left(\mathcal{E}^{\mathrm{p}}, \varphi\right)=P\left(\mathcal{C}^{\mathrm{p}}, \varphi\right), P\left(\mathcal{E}^{\mathrm{s}}, \varphi\right)=P\left(\mathcal{C}^{\mathrm{s}}, \varphi\right)$, and $I=\mathcal{F} \backslash \mathcal{F F}$ is finite, this establishes [[II'].

For non-periodic $\mathcal{G}$, the key to producing $\mathcal{F}$ satisfying $\left[\mathbf{I}_{0}\right]$ is the following definition.
Definition 7.2. Given $\mathcal{G} \subset \mathcal{L}$ satisfying [I] ], we say that $(r, c, s)$ is a synchronising triple for $\mathcal{G}$ if $r, s \in \mathcal{G}, c \in \mathcal{L}_{\leq \tau}$, and given any $r^{\prime} \in \mathcal{L} r \cap \mathcal{G}$ and $s^{\prime} \in s \mathcal{L} \cap \mathcal{G}$, we have $r^{\prime} c s^{\prime} \in \mathcal{G}$. In this case we write $\mathcal{F}^{r, c, s}=c(\mathcal{L} r \cap s \mathcal{L} \cap \mathcal{G}) .{ }^{26}$


Figure 7.1. A synchronising triple $(r, c, s)$ and the collection $\mathcal{F}^{r, c, s}$ it generates.
Theorem 3.1 follows immediately from Proposition 7.1 and the following two results, which we prove in $\$ 7.1$ and 7.2 , respectively.

Proposition 7.3. Every $\mathcal{G} \subset \mathcal{L}$ satisfying [II] has a synchronising triple ( $r, c, s$ ), and both $r$ and $s$ can be chosen to be arbitrarily long. In addition, we have:

[^17](a) If $(r, c, s)$ is any synchronising triple for $\mathcal{G}$, then $\mathcal{F}^{r, c, s}$ satisfies $\left[\mathbf{I}_{0}\right]$.
(b) If $(r, c, s)$ is any synchronising triple for $\mathcal{G}$, then a measure $\mu$ is Gibbs for $\varphi$ on $\mathcal{G}$ if and only if it is Gibbs for $\varphi$ on $\mathcal{F}^{r, c, s}$.
(c) If $\mathcal{G}$ is not periodic, then it has a synchronising triple ( $r, c, s$ ) with $r, s$ arbitrarily long and
\[

$$
\begin{equation*}
[r c s] \cap \sigma^{-k}[r c s]=\emptyset \text { for every } 1 \leq k \leq \max \{|r c|,|c s|\} \tag{7.1}
\end{equation*}
$$

\]

If in addition $\mathcal{G}$ satisfies $\left[\mathbf{I}^{\prime}\right]$ for some $\tau \in \mathbb{N}$, then we can take $|c|=\tau$ and $\operatorname{get} \operatorname{gcd}\{|w| \mid$ $\left.w \in \mathcal{F}^{r, c, s}\right\}=\operatorname{gcd}\{|v|+\tau \mid v \in \mathcal{G}\}$.
(d) If $\mathcal{G}$ satisfies $\left[\mathbf{I I I}_{\mathrm{a}}\right]$ for some $L \in \mathbb{N}$, and $(r, c, s)$ is any synchronising triple satisfying (7.1) and $|r|,|s| \geq L$, then $\mathcal{F}^{r, c, s}$ satisfies [[III*].

Proposition 7.4. Let $X$ be a shift space on a finite alphabet and $\varphi \in C^{\beta}(X)$ for some $\beta>0$. Suppose $\mathcal{G} \subset \mathcal{L}(X)$ satisfies $[\mathbf{I}]$, $[\mathbf{I I}],\left[\mathbf{I I I}_{\mathrm{a}}\right]$, [ $\left[\mathbf{I I I}_{\mathrm{b}}\right]$, If $(r, c, s)$ is any synchronising triple for $\mathcal{G}$ satisfying (7.1) and $|r|,|s| \geq L$, where $L$ is large enough for both [[III $\left.{ }_{\mathrm{a}}\right]$ and $\left[\mathbf{I I I}_{\mathrm{b}}\right]$ to hold, then $\mathcal{F}=\mathcal{F}^{r, c, s}=c(s \mathcal{L} \cap \mathcal{L} r \cap \mathcal{G})$ satisfies [[II']; for $I=\mathcal{F} \backslash \mathcal{F} \mathcal{F}$ we have $P(I, \varphi)<P(\varphi)$, and there are $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\mathrm{s}} \subset \mathcal{L}$ such that $P\left(\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), \varphi\right)<P(\varphi)$.
7.1. Producing a collection of words with free concatenation. In this section we prove Proposition 7.3 . We start by establishing existence of arbitrarily long synchronising triples in $\$ 7.1 .1$. In $\$ 7.1 .2$ we prove parts (a) and (b). In $\$ 7.1 .3$ we prove part (c). In $\$ 7.1 .4$ we prove (d).
7.1.1. Existence of a synchronising triple. The following lemma mimics the proof from Ber88 that specification implies synchronised.
Lemma 7.5. Suppose $\mathcal{G}$ satisfies[[I]. Then given $v, w \in \mathcal{G}$, there are $q \in v \mathcal{L} \cap \mathcal{G}, p \in \mathcal{L} w \cap \mathcal{G}$, and $c \in \mathcal{L}_{\leq \tau}$ such that $(p, c, q)$ is a synchronising triple for $\mathcal{G}$. If in addition $\mathcal{G}$ satisfies $\left[\mathbf{I}^{\prime}\right]$ for some $\tau \in \mathbb{N}$, then $(p, c, q)$ can be chosen so that $|c|=\tau$.

Proof. Define a partial order on $\mathcal{G} \times \mathcal{G}$ by writing $(v, w) \succ\left(v^{\prime}, w^{\prime}\right)$ if $v \in v^{\prime} \mathcal{L}$ and $w \in \mathcal{L} w^{\prime}$. Given $v, w \in \mathcal{G}$, let $C(w, v)=\left\{c \in \mathcal{L}_{\leq \tau}: w^{\prime} c v^{\prime} \in \mathcal{G}\right.$ for all $\left.\left(v^{\prime}, w^{\prime}\right) \prec(v, w)\right\}$. It follows from the definition that $C(\bar{w}, \bar{v}) \subset C(w, v)$ whenever $(\bar{v}, \bar{w}) \succ(v, w)$. By [ $\mathbf{I}]], C(w, v)$ is nonempty for all $v, w \in \mathcal{G} \cdot{ }^{27}$ Since $C(w, v)$ is finite, there is a pair $(p, q) \in \mathcal{G} \times \mathcal{G}$ such that $(p, q) \succ(v, w)$ and $C(\bar{w}, \bar{v})=C(q, p)$ for all $(\bar{v}, \bar{w}) \succ(p, q)$, which implies that $(p, c, q)$ is a synchronising triple for $\mathcal{G}$. For the claim about the case when $\mathcal{G}$ satisfies [ [ $\left.\mathbf{I}^{\prime}\right]$, it suffices to replace $\mathcal{L}_{\leq \tau}$ with $\mathcal{L}_{\tau}$ in the definition of $C(w, v)$ and then repeat this argument.

Note that $p, q$ can be taken arbitrarily long by choosing long words $v, w$ in the lemma.
7.1.2. Free concatenation and Gibbs properties. Now we take an arbitrary synchronising triple $(p, c, q)$ and let $\mathcal{F}=\mathcal{F}^{p, c, q}=c(\mathcal{L} p \cap q \mathcal{L} \cap \mathcal{G})$. Given any $v, w \in \mathcal{F}$ there are $v^{\prime}, w^{\prime} \in$ $\mathcal{L} p \cap q \mathcal{L} \cap \mathcal{G}$ such that $v=c v^{\prime}, w=c w^{\prime}$, and since $(p, c, q)$ is a synchronising triple we have $v^{\prime} c w^{\prime} \in \mathcal{L} p \cap q \mathcal{L} \cap \mathcal{G}$ as well, so $v w=c v^{\prime} c w^{\prime} \in \mathcal{F}$. Thus $\mathcal{F}$ satisfies [ $\left.\mathbf{I}_{0}\right]$,

For part (b) of Proposition 7.3, we show that a measure $\mu$ has the Gibbs property for $\varphi$ on $\mathcal{F}$ if and only if it has the Gibbs property for $\varphi$ on $\mathcal{G}$. Note that the upper bound in (2.14) is required to hold for all $w$, so it suffices to check the lower bound.

[^18]Suppose $\mu$ is Gibbs for $\varphi$ on $\mathcal{G}$ with constant $Q_{1}$, and $(p, c, q)$ is a synchronising triple. Then we have $p w \in \mathcal{G}$ for each $w \in \mathcal{F}^{p, c, q}$, and in particular

$$
\mu[w] \geq \mu[p w] \geq Q_{1}^{-1} e^{-|p w| P(\varphi)+\hat{\varphi}(p w)} \geq Q_{1}^{-1} e^{-|w| P(\varphi)+\hat{\varphi}(w)} e^{-|p|(P(\varphi)+\|\varphi\|)},
$$

so $\mu$ is Gibbs for $\varphi$ on $\mathcal{F}^{p, c, q}$. Conversely, if $\mu$ is Gibbs for $\varphi$ on $\mathcal{F}^{p, c, q}$ then given $w \in \mathcal{G}$ there are $u, v \in \mathcal{L}_{\leq \tau}$ such that cquwvp $\in c(q \mathcal{L} \cap \mathcal{L} p \cap \mathcal{G})=\mathcal{F}^{p, c, q}$, and hence

$$
\begin{aligned}
\mu[w] & \geq \mu[c q u w v p] \geq Q_{1}^{-1} e^{-|c q u w v p| P(\varphi)+\hat{\varphi}(c q u w v p)} \\
& \geq Q_{1}^{-1} e^{-(|c q|+|p|+2 \tau)(P(\varphi)+\|\varphi\|)} e^{-|w| P(\varphi)+\hat{\varphi}(w)},
\end{aligned}
$$

so $\mu$ is Gibbs for $\varphi$ on $\mathcal{G}$. This completes the proof of Proposition 7.3)(a) (b),
7.1.3. A synchronising triple with no long overlaps. Now we prove Proposition 7.3) (c) Assume that $\mathcal{G} \subset \mathcal{L}$ satisfies $[\mathbf{I I}]$ and is not periodic; this has the following consequence ${ }^{28}$

Lemma 7.6. Suppose $\mathcal{G}$ has $[\mathbf{I}]$ and is not periodic, and let $(p, c, q)$ be a synchronising triple for $\mathcal{G}$. Then there is $\ell \in \mathbb{N}$ such that $\# \mathcal{G}_{\ell m-|c|} \geq 2^{m}$ for all $m \in \mathbb{N}$.

Proof. Let $\mathcal{F}=\mathcal{F}^{p, c, q}$. First we show that there are $v, w \in \mathcal{F}$ such that $|w| \geq|v|$ and $w \notin v \mathcal{L}$. Suppose this was false; then we can define $x \in A^{\mathbb{N}}$ by $x_{i}=w_{i}$ whenever $w \in \mathcal{F}_{\geq i}$. This is well-defined since $v_{i}=w_{i}$ whenever $v, w \in \mathcal{F}_{\geq i}$. Moreover, given $v \in \mathcal{F}$ we have $v v \cdots v \in \mathcal{F}$ for arbitrarily long concatenations of $v$ with itself, so $x_{i+k|v|}=v_{i}=x_{i}$ for any $k \geq 0$ and $1 \leq i \leq|v|$. It follows that $x$ is periodic, and that every $v \in \mathcal{F}$ appears as a prefix of $x$. But then $x$ contains every $w \in \mathcal{G}$ as well, since as in $\$ 7.1 .2$ there are $u, v \in \mathcal{L}_{\leq \tau}$ such that cquwvp $\in \mathcal{F}$.

By the previous paragraph there are $v, w \in \mathcal{F}$ such that $v_{i} \neq w_{i}$ for some $i \leq \min (|v|,|w|)$. Let $\ell=|v| \cdot|w|$; let $u^{1}=v v \cdots v$ and $u^{2}=w w \cdots w$, where we concatenate $|w|$ copies of $v$ and $|v|$ copies of $w$ so that $\left|u^{1}\right|=\left|u^{2}\right|=\ell$. By construction of $v, w$ we have $u^{1} \neq u^{2}$. Now for every $m \in \mathbb{N}$ and $y \in\{1,2\}^{m}$, we have $u^{y_{1}} \cdots u^{y_{m}} \in \mathcal{F}_{m \ell}$. Moreover, different choices of $y$ yield different words in $\mathcal{F}_{m \ell}$, so that $\# \mathcal{F}_{m \ell} \geq 2^{m}$. Since $\mathcal{F} \subset c \mathcal{G}$, we get $\# \mathcal{G}_{m \ell-|c|} \geq 2^{m}$.

Now let $(p, c, q)$ be a synchronising triple for $\mathcal{G}$ with $|p|,|q| \geq L$, where $L$ is the constant from [[III $\left.{ }_{\mathrm{a}}\right]$ Let $\ell$ be as in Lemma 7.6, and choose $\alpha>0$ such that $\alpha \ell \log (\# A)<\log 2$, where we recall that $A$ is the alphabet. There are arbitrarily large $m, n \in \mathbb{N}$ such that

$$
\begin{equation*}
\frac{\ell}{\alpha} m+\frac{2 \tau+|p c q|}{\alpha} \leq \ell n-|c|<2^{m} . \tag{7.2}
\end{equation*}
$$

Say that a word $w \in \mathcal{L}$ is $k$-periodic if

$$
\begin{equation*}
w_{i+k}=w_{i} \text { for every } 1 \leq i \leq|w|-k . \tag{7.3}
\end{equation*}
$$

Lemma 7.7. For sufficiently large $m, n$ satisfying (7.2), there are $v \in \mathcal{G}_{\ell m-|c|}$ and $w \in$ $\mathcal{G}_{\ell n-|c|}$ such that $v$ is not a subword of $w$, and $w$ is not $k$-periodic for any $1 \leq k \leq \alpha|w|$.

[^19]Proof. Consider the collection $\mathcal{P}^{\alpha}=\{w \in \mathcal{L} \mid w$ is $k$-periodic for some $1 \leq k \leq \alpha|w|\}$. If $w$ is $k$-periodic then it is determined by its first $k$ entries, so

$$
\begin{equation*}
\# \mathcal{P}_{N}^{\alpha} \leq \sum_{k=1}^{\lfloor\alpha N\rfloor}(\# A)^{k} \leq(\# A)^{\alpha N} \sum_{j=0}^{\infty}(\# A)^{-j}=e^{\alpha \log (\# A) N}\left(\frac{\# A}{\# A-1}\right) \tag{7.4}
\end{equation*}
$$

Write $\gamma:=(\log 2) / \ell-\alpha \log \# A$ and note that $\gamma>0$ by the choice of $\alpha$. When $N=\ell n-|c|$ for some $n \in \mathbb{N}$, Lemma 7.6 gives $\# \mathcal{G}_{N} \geq 2^{n} \geq 2^{N / \ell}$, and so

$$
\begin{equation*}
\frac{\# \mathcal{G}_{N}}{\# \mathcal{P}_{N}^{\alpha}} \geq\left(\frac{\# A-1}{\# A}\right) e^{(\log 2) \frac{N}{\ell}-\alpha \log (\# A) N} \geq\left(\frac{\# A-1}{\# A}\right) e^{\gamma N} . \tag{7.5}
\end{equation*}
$$

For $n$ sufficiently large this gives $\# \mathcal{G}_{N}>\# \mathcal{P}_{N}^{\alpha}$, so there is $w \in \mathcal{G}_{N}=\mathcal{G}_{\ell n-|c|}$ that is not $k$-periodic for any $1 \leq k \leq \alpha|w|$. To put it another way: for every sufficiently large $n$ there is $w \in \mathcal{G}_{\ell n-|c|}$ such that

$$
\begin{equation*}
\text { for every } 1 \leq k \leq \alpha|w| \text { there is } 1 \leq j \leq|w|-k \text { with } w_{k+j} \neq w_{k} \text {. } \tag{7.6}
\end{equation*}
$$

Now let $m, n \in \mathbb{N}$ be such that $(7.2)$ is satisfied and (7.6) holds for some $w \in \mathcal{G}_{\ell n-|c|}$. Note that $w$ contains at most $|w|$ subwords of length $\ell m-|c|$, while $\# \mathcal{G}_{\ell m-|c|} \geq 2^{m}>|w|$ by Lemma 7.6 and (7.2). Thus there is $v \in \mathcal{G}_{\ell m-|c|}$ such that $w_{[i, i+|v|)} \neq v$ for every $1 \leq i \leq|w|-|v|$; that is, $v$ is not a subword of $w$.

Let $v, w$ be the words provided by Lemma 7.7 By $[\mathbf{I}]$ there are $u, u^{\prime} \in \mathcal{L}_{\leq \tau}$ such that $r=v u p \in \mathcal{G}$ and $s=q u^{\prime} w \in \mathcal{G}$. Then $(r, c, s)$ is again a synchronising triple for $\mathcal{G}$; we show that it satisfies condition (7.1), which can be thought of as forbidding 'long overlaps' of rcs with itself. Suppose that $k>0$ is such that there is $x \in[r c s] \cap \sigma^{-k}[r c s]$. Then we have

$$
\begin{equation*}
x_{[0,|r c s|)}=x_{[k, k+|r c s|)}=r c s=v u p c q u^{\prime} w . \tag{7.7}
\end{equation*}
$$

Figure 7.2 illustrates the three possible ranges of $k$ that we must deal with:
(1) $1 \leq k \leq|v u p c q u '|$, so $v$ starts in $x$ before $w$ starts in $\sigma^{k}(x)$;
(2) $\mid$ vupcqu' $\left|<k<\left|u p c q u^{\prime} w\right|=|r c s|-|v|\right.$, so $v$ is a subword of $w$;
(3) $k \geq\left|u p c q u^{\prime} w\right| \geq \max \left(|v u p c|,\left|c q u^{\prime} w\right|\right)$.


Figure 7.2. Cases 1 and 2 are forbidden by our choice of $v, w$. Case 3 is permissible.
The first half of $(7.2)$ gives $\left|v u p c q u^{\prime}\right| \leq \ell m+2 \tau+|p c q| \leq \alpha(\ell n-|c|)=\alpha|w|$. In particular, if Case 1 occurs then we have $w_{[1,|w|-k]}=w_{[k+1,|w|]}$ for some $k \leq \mid$ vupcqu $|\leq \alpha| w \mid$, so $w$ is $k$-periodic, contradicting Lemma 7.7. Thus Case 1 does not occur. Case 2 is forbidden since by Lemma 7.7, $v$ does not appear as a subword of $w$. Thus (7.7) is not satisfied for any $1 \leq k \leq|r c s|-|v|$. Since $|r c| \leq|c s|=|r c s|-|r| \leq|r c s|-|v|$, this proves (7.1).

For the final claim in part (c), note that when $\mathcal{G}$ satisfies [[I'] for some $\tau \in \mathbb{N}$, Lemma 7.5 gives a synchronising triple $(p, c, q)$ with $|c|=\tau$. As above, this extends to a synchronising
triple $(r, c, s)$ satisfying (7.1). Let $F=\left\{|w|: w \in \mathcal{F}^{r, c, s}\right\} \subset \mathbb{N}$ and $G=\{|w|: w \in \mathcal{G}\} \subset \mathbb{N}$. Clearly $F \subset|c|+G=\tau+G$, so $\operatorname{gcd}(F)$ is a multiple of $d:=\operatorname{gcd}(\tau+G)$. On the other hand, $\tau+G \subset \mathbb{N}$ is closed under addition by $\left[\left[\mathbf{I}^{\prime}\right]\right.$, so there is $N \in \mathbb{N}$ such that $d \mathbb{N} \cap[N, \infty) \subset \tau+G$. For every $w \in \mathcal{G}$ we have csuwvr $\in \mathcal{F}^{r, c, s}$ for some $u, v \in \mathcal{L}_{\tau}$, and so $F \supset \tau+G+(2 \tau+|r|+|s|) \supset d \mathbb{N} \cap[N+2 \tau+|r|+|s|, \infty)$, which gives $\operatorname{gcd}(F)=d$.
7.1.4. Absence of long overlaps implies $[$ [III* $]$, Now we prove part (d) of Proposition 7.3 Let $(r, c, s)$ be a synchronising triple for $\mathcal{G}$ satisfying (7.1). We show that

$$
\mathcal{F}:=\mathcal{F}^{r, c, s}=c \mathcal{B}^{r, s}=c(s \mathcal{L} \cap \mathcal{L} r \cap \mathcal{G})
$$

satisfies $\left[\mathbf{I I I}^{*}\right]$ if $\mathcal{G}$ satisfies $\left[\mathbf{I I I}_{\mathrm{a}}\right]$. Note that $\mathcal{F}$ satisfies $\left[\mathbf{I}_{0}\right]$ by part (a),


Figure 7.3. Establishing [[III*].
Suppose $x \in X$ and $i \leq j<k \leq \ell$ are integers such that $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{F}$ and there are $a<j$ and $b>k$ such that $x_{[a, j)}, x_{[k, b)} \in \mathcal{F}$ (see Figure 7.3). We must show that $x_{[j, k)} \in \mathcal{F}$. Let $j^{\prime}=j-|r|$ and $k^{\prime}=k-|r|$; then we have

$$
x_{\left[j^{\prime}, j^{\prime}+|r c s|\right)}=x_{\left[k^{\prime}, k^{\prime}+|r c s|\right)}=r c s,
$$

so (7.1) gives $k-j=k^{\prime}-j^{\prime} \geq \max (|r c|,|c s|)$. Thus $x_{[j, j+|c|)}=c$ and $x_{[j+|c|, k)} \in s \mathcal{L} \cap \mathcal{L} r$.
It remains only to show that $x_{[j+|c|, k)} \in \mathcal{G}$. For this we observe that $x_{[i, k)} \in \mathcal{F}$ implies $x_{[i+|c|, k)} \in \mathcal{G}$, and $x_{[j, \ell)} \in \mathcal{F}$ implies $x_{[j+|c|, \ell)} \in \mathcal{G}$. Note that $i+|c| \leq j+|c|<k \leq \ell$, and that $k-j \geq \max (|r c|,|c s|)$ implies $k-(j+|c|) \geq \max (|r|,|s|) \geq L$, so by [[III $\left.{ }_{a}\right]$ we have $x_{[j+|c|, k)} \in \mathcal{G}$. It follows that $x_{[j, k)} \in \mathcal{F}$, which establishes $\left[\right.$ III $\left.^{*}\right]$ for $\mathcal{F}$. This completes the proof of Proposition 7.3.
7.2. Construction of $\mathcal{E}^{\mathrm{p}}$ and $\mathcal{E}^{\mathrm{s}}$. In this section we prove Proposition 7.4 modulo a few lemmas that are proved in $\$ 7.3 .1$. The argument here uses ideas similar to those in the proof of Lemma 5.10, but is more complicated.

Suppose $\mathcal{G}$ satisfies $[\mathbf{I}],[[\mathbf{I I}]\},\left[\mathbf{I I I}_{\mathrm{a}}\right],\left[\left[\mathbf{I I I}_{\mathrm{b}}\right]\right]$ and let $r, c, s$ be a synchronising triple satisfying (7.1) and such that $|r|,|s| \geq L$, where $L$ is large enough for both $\left[\mathbf{I I I}_{\mathrm{a}}\right]$ and $\left[\mathbf{I I I}{ }_{\mathrm{b}}\right]$ to hold. Let $\mathcal{F}=\mathcal{F}^{r, c, s}$ and $I=\mathcal{F} \backslash \mathcal{F F}$; we must prove that $P(I, \varphi)<P(\varphi)$ and produce $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\text {s }} \subset \mathcal{L}$ such that

$$
\begin{equation*}
P\left(\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), \varphi\right)<P(\varphi) . \tag{7.8}
\end{equation*}
$$

To this end, given $w \in \mathcal{G}$, consider the set of times where the synchronising triple appears in a 'good' position relative to the start of the word:

$$
\begin{equation*}
G_{\mathrm{s}}^{-}(w):=\left\{i \in[|r|,|w|-|c s|] \mid w_{[1, i]} \in \mathcal{G} \text { and } w_{(i-|r|, i+|c s|]}=r c s\right\} . \tag{7.9}
\end{equation*}
$$

Let $S(w)=\left\{i \in G_{\mathrm{s}}^{-}(w) \mid w_{(i+|c|,|w|]} \in \mathcal{G}\right\}$ be the set of such times that are also 'good' relative to the end of the word. Then consider the collection

$$
\mathcal{E}:=\{w \in \mathcal{G} \mid S(w)=\emptyset\}
$$

Note that $\mathcal{F} \subset c \mathcal{G}$, and if $c w \in \mathcal{F}$ has $S(w) \neq \emptyset$, then for $i \in S(w)$ we have

$$
w_{[1, i]} \in \mathcal{G}, \quad w_{(i-|r|, i+|c s|]}=r c s, \quad w_{(i+|c|,|w|]} \in \mathcal{G} \quad \Rightarrow \quad c w=c w_{[1, i]} c w_{(i+|c|,|w|]} \in \mathcal{F F} ;
$$

this shows that $I=\mathcal{F} \backslash \mathcal{F F} \subset c \mathcal{E}$, so $P(I, \varphi) \leq P(\mathcal{E}, \varphi)$ by Lemma 4.4 .
Let $\mathcal{E}^{\mathrm{p}}:=\mathcal{C}^{\mathrm{p}} \mathcal{E}$ and $\mathcal{E}^{\mathrm{s}}:=\mathcal{E} \mathcal{C}^{\mathrm{s}}$. We must describe $\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}$. By [III $]$ ] and 7.1], given $w \in \mathcal{G}$ and $i, j \in S(w)$, we have $w_{(i, j]} \in \mathcal{F}$. Given $v \in \mathcal{C}^{\text {p }} \mathcal{G C}^{\text {s }}$ we write $v=u^{p} w u^{s}$ for $u^{p} \in \mathcal{C}^{\mathrm{p}}, w \in \mathcal{G}$, and $u^{s} \in \mathcal{C}^{\mathrm{s}}$. Then we have the following trichotomy: either

- $\# S(w)=0$, so $w \in \mathcal{E}$ and $v \in \mathcal{C}^{\mathrm{p}} \mathcal{E C}^{\mathrm{s}}=\mathcal{C}^{\mathrm{p}} \mathcal{E}^{\mathrm{s}}$; or
- $\# S(w)=1$, so $w \in \mathcal{E E}$ and $v \in \mathcal{C}^{\mathrm{p}} \mathcal{E E} \mathcal{C}^{\mathrm{s}}=\mathcal{E}^{\mathrm{p}} \mathcal{E}^{\mathrm{s}}$; or
- $\# S(w)>1$, in which case we take $i=\min S(w)$ and $j=\max S(w)$ to obtain $w_{[1, i]} \in$ $\mathcal{E}, w_{(i, j]} \in \mathcal{F}$, and $w_{(j,|w|]} \in \mathcal{E}$. In particular, this gives $v \in \mathcal{C}^{\mathrm{p}} \mathcal{E} \mathcal{F E} \mathcal{C}^{\mathrm{s}} \subset \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}$.
We conclude that $\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}} \subset \mathcal{C}^{\mathrm{p}} \mathcal{E}^{\mathrm{s}} \cup \mathcal{E}^{\mathrm{p}} \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G} \mathcal{C}^{\mathrm{s}}\right)$, so Lemma 4.4 gives

$$
P\left(\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), \varphi\right) \leq \max \left\{P(\mathcal{E}, \varphi), P\left(\mathcal{C}^{\mathrm{p}}, \varphi\right), P\left(\mathcal{C}^{\mathrm{s}}, \varphi\right)\right\}
$$

By [II] and the fact that $P(I, \varphi) \leq P(\mathcal{E}, \varphi)$, we see that in order to prove [[II'] it suffices to show that $P(\mathcal{E}, \varphi)<P(\varphi)$.

As in (4.16), let $\mathcal{G}^{+}:=\left\{w_{[1, i]}|w \in \mathcal{G}, 1 \leq i \leq|w|\}\right.$, and similarly $\mathcal{G}^{-}:=\left\{w_{[i,|w|]} \mid w \in\right.$ $\mathcal{G}, 1 \leq i \leq|w|\}$. The following lemma (proved in $\S 7.3 .1$ ) says that with very few exceptions, words in $\mathcal{G}^{+}$admit a decomposition with no prefix, and words in $\mathcal{G}^{-}$admit a decomposition with no suffix. In the proof, and below, we will use the collection

$$
\begin{equation*}
\mathcal{C}:=\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}\right) \tag{7.10}
\end{equation*}
$$

Lemma 7.8. If $\mathcal{G}$ satisfies $[\mathbf{I I}]$, [[II]], and $\left[\mathbf{I I I I}_{\mathrm{a}}\right]$ with some $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\mathrm{s}} \subset \mathcal{L}$, then $P\left(\mathcal{G}^{+} \backslash\right.$ $\left.\left(\mathcal{G C}^{\mathbf{s}}\right), \varphi\right)<P(\varphi)$, and similarly $P\left(\mathcal{G}^{-} \backslash\left(\mathcal{C}^{\mathrm{P}} \mathcal{G}\right), \varphi\right)<P(\varphi)$. In particular, there are $\xi>0$ and $Q_{7}>0$ such that for every $n \in \mathbb{N}$ we have

$$
\begin{align*}
& \Lambda_{n}\left(\mathcal{G}^{+} \backslash\left(\mathcal{G C}^{\mathrm{s}}\right), \varphi\right) \leq Q_{7} e^{n(P(\varphi)-\xi)} \\
& \Lambda_{n}\left(\mathcal{G}^{-} \backslash\left(\mathcal{C}^{\mathrm{P}} \mathcal{G}\right), \varphi\right) \leq Q_{7} e^{n(P(\varphi)-\xi)} \tag{7.11}
\end{align*}
$$



Figure 7.4. Candidates for good occurrences of $(r, c, s)$.
Given $w \in \mathcal{G}^{+}$, define $G_{\mathrm{s}}^{-}(w)$ as in (7.9). For $M \in \mathbb{N}$ and $w \in \mathcal{G}^{+}$, let

$$
G_{\mathrm{s}}^{M}(w):=\left\{i \in[|r c|,|w|-|s|]\left|i-|c| \in G_{\mathrm{s}}^{-}(w) \text { and } w_{(i, i+M]} \in \mathcal{G}\right\}\right.
$$

as illustrated in Figure 7.4. The indices $i \in G_{\mathrm{s}}^{M}(w)$ are 'candidates' for good occurrences of the synchronising triple ( $r, c, s$ ). Note that here $i$ represents the position where $s$ starts, rather than the position where $r$ ends; this differs from our convention with $G_{\mathrm{s}}^{-}(w)$ but will be more convenient in what follows. To guarantee that an index $i \in G_{\mathrm{s}}^{M}(w)$ represents a genuinely good occurrence (that is, $i-|c| \in S(w)$ ), we will eventually need the added
property that there is no long obstruction beginning at $i$; that is, $w_{\left(i, i^{\prime}\right]} \notin \mathcal{C}^{\mathrm{p}}$ for any $i^{\prime} \geq i+M-L$. By Lemma 7.8 this will (typically) guarantee existence of $j \in(i, i+M-L]$ such that $w_{(j,|w|]} \in \mathcal{G}$; this in turn will allow us to apply $\left[\left[\mathbf{I I I}_{\mathrm{b}}\right]\right.$ and deduce that $w_{(i,|w|]} \in \mathcal{G}$ and hence $i-|c| \in S(w)$.


Figure 7.5. Obtaining $i \in S(w)$ from $i \in G_{\mathrm{s}}^{M}(w)$.
To show that nearly every word $w$ has indices in $G_{\mathrm{s}}^{M}(w)$, we will work left to right, estimating the probability that the synchronising word appears soon in a good position, conditioned on the symbols we have seen so far. For each $v \in \mathcal{G}$, let $\mathcal{H}^{+}(v):=\mathcal{G}^{+} \cap v \mathcal{L}$ and consider the following collection, illustrated in Figure 7.5

$$
\begin{aligned}
\mathcal{H}_{\mathrm{s}}^{M}(v):=\left\{w \in \mathcal{H}^{+}(v) \mid \text { there is } i \in\right. & {[|v|+|r c|,|v|+|r c|+\tau] \cap G_{\mathrm{s}}^{M}(w) } \\
& \text { such that } \left.w_{\left(i, i^{\prime}\right]} \notin \mathcal{C} \text { for any } i^{\prime} \in[i+M-L,|w|]\right\},
\end{aligned}
$$

Here $\mathcal{C}$ is as in 7.10 . The following is proved in $\$ 7.3 .2$ and is the source of the exponential decay that we eventually obtain.

Lemma 7.9. There is $\gamma>0$ such that there are arbitrarily large values of $M \in \mathbb{N}$ such that the following holds for every $v \in \mathcal{G}$ and $n \geq|v|+\tau+|r c|+M$ :

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{H}_{\mathrm{s}}^{M}(v), \varphi\right) \geq \gamma \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) . \tag{7.12}
\end{equation*}
$$

In order to apply Lemma 7.9 , we need to show that for $w \in \mathcal{G}^{+}$, we have $w_{[1, i]} \in \mathcal{G}$ 'often enough'. Thanks to Lemma 7.8, we can do this by controlling how many words can have long segments covered by a small number of words in $\mathcal{C}$. To this end, given $\delta, \beta>0$, consider the collection

$$
\begin{aligned}
\hat{\mathcal{C}}^{\beta, \delta}:=\left\{w \in \mathcal { L } | \text { there are } \left\{\left(i_{a}, i_{a}^{\prime}\right] \subset\right.\right. & {[1,|w|]\}_{a=1}^{B} \text { with } B \leq 2\lfloor\beta|w|\rfloor } \\
& \text { such that } \left.w_{\left(i_{a}, i_{a}^{\prime}\right]} \in \mathcal{C} \text { and } \# \bigcup_{a=1}^{B}\left(i_{a}, i_{a}^{\prime}\right] \geq 2 \delta|w|\right\}
\end{aligned}
$$

of words for which at least $2 \delta$ of the length of the word can be covered by a small $(\leq 2\lfloor\beta|w|\rfloor)$ number of subwords lying in $\mathcal{C}$. When $\beta \ll \delta$, the following estimate (proved in $\$ 7.3 .3$ ) shows that $\hat{\mathcal{C}}^{\beta, \delta}$ has small pressure, and gives a concrete estimate on the partition sum.

Lemma 7.10. For every $\delta>0$ there is $\beta>0$ such that $P\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right)<P(\varphi)$. In particular, there are $Q_{8}>0$ and $\theta<1$ such that

$$
\begin{equation*}
\Lambda_{n}\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right) \leq Q_{8} \theta^{n} e^{n P(\varphi)} \tag{7.13}
\end{equation*}
$$

for every $n \in \mathbb{N}$. Moreover, because $\hat{\mathcal{C}}^{\beta^{\prime}, \delta} \subset \hat{\mathcal{C}}^{\beta, \delta}$ for every $0<\beta^{\prime}<\beta$, 7.13) remains true if $\beta$ is replaced with any smaller positive number.

Let $\delta=1 / 8$, and let $\beta>0$ be such that Lemma 7.10 holds. Choose an integer $M \geq$ $\max \left(\beta^{-1}, 2(|r c|+\tau)\right)$ such that Lemma 7.9 holds and such that writing $T=2(M+|r c|+\tau)$, the quantity $\zeta:=\left(\max \left(\theta, e^{-\xi}\right)\right)^{T}$ satisfies $^{29}$

$$
\begin{equation*}
Q_{2}\left(Q_{7}+Q_{8}\right) \zeta(1-\theta)^{-1}(1-\zeta)^{-1}<\gamma . \tag{7.14}
\end{equation*}
$$

Observe our choice of $M$ guarantees that $\frac{1}{2 T}<\beta$ and that $T \leq 3 M$; we will use this in Lemma 7.11 below. For every $k \in \mathbb{N}$ and $m \geq k T$, Lemmas 7.8 and 7.10 give

$$
\begin{align*}
\Lambda_{m}\left(\mathcal{G}^{+} \backslash\left(\mathcal{G C}^{\mathrm{s}}\right), \varphi\right) & \leq Q_{7} \zeta^{k} e^{m P(\varphi)}, \\
\Lambda_{m}\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right) & \leq Q_{8} \zeta^{k} e^{m P(\varphi)} . \tag{7.15}
\end{align*}
$$

Consider the intervals $I_{j}:=\left(j T,\left(j+\frac{1}{2}\right) T\right]$ for $j \in \mathbb{N}$, and write

$$
\begin{align*}
& \mathcal{A}^{k}:=\left\{w \in \mathcal{G}^{+} \mid \text {for all } 0 \leq j<k \text { and } i \in I_{j} \cap G_{\mathrm{s}}^{M}(w)\right.  \tag{7.16}\\
&\left.\quad \text { there is } i^{\prime} \in[i+M-L,|w|] \text { such that } w_{\left(i, i^{\prime}\right]} \in \mathcal{C}\right\}
\end{align*}
$$

for the set of words which avoid genuinely good occurrences of $(r, c, s)$ in the first $k$ intervals $I_{j}$; in particular, any candidate good occurrence within these intervals is 'ruined' sometime before the end of $w$ by a long obstruction from $\mathcal{C}$. Note that $\mathcal{A}^{k+1} \subset \mathcal{A}^{k}$, and that if $v \in \mathcal{A}^{k}$ and $|v| \geq k T$, then $\mathcal{H}^{+}(v) \subset \mathcal{A}^{k}$. On the other hand, there may be $w \in \mathcal{A}^{k}$ with $w_{[1, k T]} \notin \mathcal{A}^{k}$.

Our goal is to relate $\Lambda_{n}\left(\mathcal{A}^{k+1}, \varphi\right)$ and $\Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right)$. We do this by decomposing (most of) $\mathcal{A}^{k}$ into collections $\mathcal{H}^{+}(v)$ where $v \in \mathcal{G}$, and then applying Lemma 7.9. Given $k \in \mathbb{N}$, write

$$
\begin{align*}
m_{k} & :=\left(k+\frac{1}{2}\right) T-(\tau+|r c|), \\
\mathcal{Z}^{k} & :=\left\{v \in \mathcal{G}| | v \mid \in\left[k T, m_{k}\right], v_{[1, k T]} \in \mathcal{A}^{k}, v_{[1, i]} \notin \mathcal{G} \text { for any } k T \leq i<|v|\right\} . \tag{7.17}
\end{align*}
$$

We will use the following observations.
(1) The collections $\left\{\mathcal{H}^{+}(v) \mid v \in \mathcal{Z}^{k}\right\}$ are disjoint; no word in $\mathcal{Z}^{k}$ is a prefix of any other. Indeed, given $v^{\prime} \in \mathcal{Z}^{k}$ and $v \in v^{\prime} \mathcal{L} \cap \mathcal{G}$ with $v \neq v^{\prime}$, we have $k T \leq\left|v^{\prime}\right|<|v|$ and $v_{\left[1,\left|v^{\prime}\right|\right]}=v^{\prime} \in \mathcal{G}$, so $v \notin \mathcal{Z}^{k}$.
(2) Given $v \in \mathcal{Z}^{k}$ and $n \geq(k+1) T$, we have $\mathcal{H}_{\mathrm{s}}^{M}(v)_{n} \subset \mathcal{H}_{n}^{+}(v) \backslash \mathcal{A}^{k+1}$. To see this, observe that $\mathcal{H}_{\mathrm{s}}^{M}(v) \subset \mathcal{H}^{+}(v)$ by definition, and that moreover any $w \in \mathcal{H}_{\mathrm{s}}^{M}(v)$ has some $i \in G_{\mathrm{s}}^{M}(w)$ such that

- $i \in[|v|+|r c|,|v|+|r c|+\tau] \subset I_{k}$ (this last inclusion motivates our choice of $m_{k}$ ), and
- $w_{\left(i, i^{\prime}\right]} \notin \mathcal{C}$ for any $i^{\prime} \in[i+M-L,|w|]$.

The existence of such an $i$ guarantees that $w \notin \mathcal{A}^{k+1}$.
The following lemma, proved in $\S 7.3 .4$, relates $\mathcal{A}^{k}$ to $\bigsqcup_{v \in \mathcal{Z}^{k}} \mathcal{H}^{+}(v)$ up to a small term whose partition sum is well controlled by Lemmas 7.8 and 7.10 .
Lemma 7.11. For every $k \geq 0$ and $n \geq m_{k}$, we have

$$
\begin{equation*}
\bigsqcup_{v \in \mathcal{Z}^{k}} \mathcal{H}_{n}^{+}(v) \subset \mathcal{A}_{n}^{k} \subset\left(\bigsqcup_{v \in \mathcal{Z}^{k}} \mathcal{H}_{n}^{+}(v)\right) \cup \mathcal{Y}_{n}^{k} \tag{7.18}
\end{equation*}
$$

[^20]where
$$
\mathcal{Y}_{n}^{k}:=\left(\mathcal{G}^{+} \backslash\left(\mathcal{G C}^{\mathrm{s}}\right)\right)_{m_{k}} \mathcal{L}_{n-m_{k}} \cup\left(\bigcup_{j=0}^{k-1} \bigcup_{\ell=k T}^{n} \mathcal{A}_{j T}^{j} \hat{\mathcal{C}}_{\ell-j T}^{\beta, \delta} \mathcal{L}_{n-\ell}\right) .
$$

Moreover, $\mathcal{Y}^{k}:=\bigcup_{n \in \mathbb{N}} \mathcal{Y}_{n}^{k}$ satisfies the bound (with $\theta, \zeta$ as in 7.13)-7.15)

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{Y}^{k}, \varphi\right) \leq Q_{2} \cdot \frac{Q_{7}+Q_{8}}{1-\theta} \sum_{j=0}^{k-1} \Lambda_{j T}\left(\mathcal{A}^{j}, \varphi\right) \zeta^{k-j} e^{(n-j T) P(\varphi)} . \tag{7.19}
\end{equation*}
$$

Now we estimate $\Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right)$. Given $v \in \mathcal{Z}^{k}$ and $n \geq(k+1) T$, we recall from above that $\mathcal{H}_{\mathrm{s}}^{M}(v)_{n} \subset \mathcal{H}_{n}^{+}(v) \backslash \mathcal{A}_{n}^{k+1}$, and so Lemma 7.9 gives

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{H}^{+}(v) \cap \mathcal{A}^{k+1}, \varphi\right) \leq \Lambda_{n}\left(\mathcal{H}^{+}(v) \backslash \mathcal{H}_{\mathrm{s}}^{M}(v), \varphi\right) \leq(1-\gamma) \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) . \tag{7.20}
\end{equation*}
$$

Summing over $v \in \mathcal{Z}^{k}$ and using $\mathcal{A}^{k+1} \subset \mathcal{A}^{k}$ together with the second half in (7.18) gives

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{A}^{k+1}, \varphi\right) \leq\left(\sum_{v \in \mathcal{Z}^{k}} \Lambda_{n}\left(\mathcal{H}^{+}(v) \cap \mathcal{A}^{k+1}, \varphi\right)\right)+\Lambda_{n}\left(\mathcal{Y}^{k}, \varphi\right) \tag{7.21}
\end{equation*}
$$

Using the first inclusion in (7.18) together with 7.20 gives

$$
\sum_{v \in \mathcal{Z}^{k}} \Lambda_{n}\left(\mathcal{H}^{+}(v) \cap \mathcal{A}^{k+1}, \varphi\right) \leq \sum_{v \in \mathcal{Z}^{k}}(1-\gamma) \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) \leq(1-\gamma) \Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right),
$$

and so from (7.21) we obtain

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{A}^{k+1}, \varphi\right) \leq(1-\gamma) \Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right)+\Lambda_{n}\left(\mathcal{Y}^{k}, \varphi\right) . \tag{7.22}
\end{equation*}
$$

Let $a_{k}:=\sup _{n \geq k T} \Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right) e^{-n P(\varphi)}$ so that $\Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right) \leq a_{k} e^{n P(\varphi)}$ for all $n \geq k T$. Lemma 4.5 gives $a_{k} \leq a_{0} \leq Q_{2}$; we will prove that $a_{k} \leq Q_{2} \eta^{k}$ for some $\eta<1$. Write (7.19) as

$$
\Lambda_{n}\left(\mathcal{Y}^{k}, \varphi\right) \leq Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \sum_{j=0}^{k-1} a_{j} \zeta^{k-j} e^{n P(\varphi)},
$$

and multiply both sides of 7.22 by $e^{-n P(\varphi)}$ to get

$$
\begin{equation*}
a_{k+1} \leq(1-\gamma) a_{k}+Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \sum_{j=0}^{k-1} a_{j} \zeta^{k-j} . \tag{7.23}
\end{equation*}
$$

Rewriting (7.14) as $(1-\gamma)+Q_{2}\left(Q_{7}+Q_{8}\right) \zeta(1-\theta)^{-1}(1-\zeta)^{-1}<1$, choose $\eta<1$ such that

$$
\begin{equation*}
(1-\gamma) \eta^{-1}+Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \cdot \frac{\zeta}{\eta(\eta-\zeta)}<1 \tag{7.24}
\end{equation*}
$$

Let $b_{k}=a_{k} \eta^{-k}$ and observe that $b_{0}=a_{0} \leq Q_{2}$. Suppose that $k$ is such that $b_{j} \leq Q_{2}$ for every $0 \leq j \leq k$. Then (7.23) gives

$$
\begin{aligned}
b_{k+1} & =a_{k+1} \eta^{-(k+1)} \leq(1-\gamma) a_{k} \eta^{-(k+1)}+Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \eta^{-(k+1)} \sum_{j=0}^{k-1} b_{j} \eta^{j} \zeta^{k-j} \\
& \leq(1-\gamma) b_{k} \eta^{-1}+Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \cdot \frac{1}{\eta} \sum_{j=0}^{k-1} Q_{2}\left(\frac{\zeta}{\eta}\right)^{k-j} \\
& \leq Q_{2}\left((1-\gamma) \eta^{-1}+Q_{2} \frac{Q_{7}+Q_{8}}{1-\theta} \cdot \frac{1}{\eta} \cdot \frac{\frac{\zeta}{\eta}}{1-\frac{\zeta}{\eta}}\right)<Q_{2},
\end{aligned}
$$

where the final inequality uses $(7.24)$. It follows by induction that $b_{k} \leq Q_{2}$ for every $k \in \mathbb{N}$, and thus $a_{k} \leq Q_{2} \eta^{k}$ for every $k$. In particular, this gives

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{A}^{k}, \varphi\right) \leq Q_{2} \eta^{k} e^{n P(\varphi)} \quad \text { for every } 0 \leq k T \leq n \tag{7.25}
\end{equation*}
$$

It remains to relate $\mathcal{E}_{n}$ to $\mathcal{A}_{n}^{k}$. Given $n \in \mathbb{N}$ large, choose $k_{n} \in\left[\frac{n}{3 T}, \frac{n}{2 T}\right] \cap \mathbb{N}$. We claim that

$$
\begin{equation*}
\mathcal{E}_{n} \subset \mathcal{A}_{n}^{k_{n}} \cup\left(\bigcup_{m=0}^{k_{n} T} \mathcal{L}_{m}\left(\mathcal{G}^{-} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G}\right)_{n-m}\right) . \tag{7.26}
\end{equation*}
$$

Indeed, given $w \in \mathcal{G}_{n}$, suppose that $w$ is not contained in the right-hand side of 7.26; that is, $w \notin \mathcal{A}_{n}^{k_{n}}$ and $w_{(m,|w|]} \in \mathcal{C}^{\text {p }} \mathcal{G}$ for every $0 \leq m \leq k_{n} T$. Then by the definition of $\mathcal{A}_{n}^{k_{n}}$, there are $j<k_{n}$ and $i \in G_{\mathrm{s}}^{M}(w) \cap I_{j}$ such that $w_{\left(i, i^{\prime}\right]} \notin \mathcal{C}$ for any $i^{\prime} \geq i+M-L$. Since $w_{(i,|w|]} \in \mathcal{C G}$, this implies that there is $\ell \in[i, i+M-L]$ such that $w_{(\ell, \mid w]]} \in \mathcal{G}$. Applying $\left[\mathbf{I I I}_{\mathrm{b}}\right]$ to $w_{(i, i+M]}$ and $w_{(\ell,|w|]}$, we conclude that $w_{(i,|w|]} \in \mathcal{G}$, and hence $i-|c| \in S(w){ }^{30}$ In particular, this proves that $S(w) \neq \emptyset$, so $w \notin \mathcal{E}_{n}$, establishing (7.26).

Using (7.26) together with (7.11) and (7.25), we now have the estimate

$$
\begin{aligned}
\Lambda_{n}(\mathcal{E}, \varphi) & \leq \Lambda_{n}\left(\mathcal{A}^{k_{n}}, \varphi\right)+\sum_{m=0}^{k_{n} T} \Lambda_{m}(\mathcal{L}, \varphi) \Lambda_{n-m}\left(\mathcal{G}^{-} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G}, \varphi\right) \\
& \leq Q_{2} \eta^{k_{n}} e^{n P(\varphi)}+\sum_{m=0}^{k_{n} T} Q_{2} e^{m P(\varphi)} Q_{7} e^{(n-m)(P(\varphi)-\xi)} \\
& \leq Q_{2} e^{n P(\varphi)}\left(\eta^{\frac{n}{3 T}}+Q_{7} \sum_{\ell=n-k_{n} T}^{\infty} e^{-\ell \xi}\right) \leq Q_{2} e^{n P(\varphi)}\left(\eta^{\frac{n}{3 T}}+Q_{7}\left(1-e^{-\xi}\right)^{-1} e^{-\frac{n}{2} \xi}\right) .
\end{aligned}
$$

Taking logs, dividing by $n$, and sending $n \rightarrow \infty$ gives

$$
P(\mathcal{E}, \varphi) \leq P(\varphi)+\max \left(\frac{1}{3 T} \log \eta,-\frac{\xi}{2}\right)<P(\varphi) .
$$

This completes the proof of Proposition 7.4, and hence of Theorem 3.1, modulo the proofs of Lemmas 7.8 7.11, which we give in the next section.

### 7.3. Proofs of Lemmas 7.87.11.

[^21]7.3.1. Proof of Lemma 7.8. We prove the lemma for $\mathcal{G}^{+} \backslash \mathcal{G C}^{\text {s }}$; the other claim follows from a symmetric argument. It suffices to show that $P\left(\mathcal{G}^{+} \backslash \mathcal{G C}^{\mathrm{s}}, \varphi\right)<P(\varphi)$, which we do by finding $\mathcal{R}, \mathcal{S} \subset \mathcal{L}$ and $c \in \mathbb{N}$ with $\mathcal{G}_{\geq c}^{+} \backslash \mathcal{G C}^{\mathrm{s}} \subset \mathcal{R} \cup \mathcal{S}$, proving that $P(\mathcal{R}, \varphi)<P(\varphi)$ and $P(\mathcal{S}, \varphi)<P(\varphi)$, and applying (2.4).

Fix $\varepsilon>0$ small enough that $\overrightarrow{P(\mathcal{C}}, \varphi)+\varepsilon<P(\varphi)$, so there is $C>0$ with

$$
\begin{equation*}
\Lambda_{n}(\mathcal{C}, \varphi) \leq C e^{n(P(\varphi)-\varepsilon)} \text { for every } n \in \mathbb{N} \tag{7.27}
\end{equation*}
$$

Then fix $\alpha>0$ such that $\alpha(P(\varphi)+\|\varphi\|)<\varepsilon$. Let $N, Q_{3}, n_{0}$ be as in Lemma 4.5, so that given any $n \geq c:=\tau+\left\lceil n_{0} / \alpha\right\rceil$ we can choose $m_{n} \in[\alpha n-\tau-N, \alpha n-\tau]$ for which $\Lambda_{m_{n}}(\mathcal{G}, \varphi) \geq Q_{3} e^{m_{n} P(\varphi)}$. Note that $m_{n}+\tau \leq \alpha n$ and $\frac{1}{n} m_{n} \rightarrow \alpha$.

Given $w \in \mathcal{G}_{\geq c}^{+}$, let $x \in \mathcal{L}$ be such that $w x \in \mathcal{G}$. For every $v \in \mathcal{G}$, it follows from [I] that there is $u=u(v, w) \in \mathcal{L}_{\leq \tau}$ such that $v u w x \in \mathcal{G}$. From now on we will consider $x$ as a function of $w$, and $u$ as a function of $w, v$. Consider the collection $\mathcal{R} \subset \mathcal{G}_{\geq c}^{+}$given by

$$
\mathcal{R}:=\left\{w \in \mathcal{G}_{\geq c}^{+} \mid \text {for all } v \in \mathcal{G}_{m_{|w|}} \text { there is } 1 \leq k \leq|w| \text { such that } v u\left(w_{[1, k]}\right) \in \mathcal{C}\right\}
$$

In particular, for every $n \geq c$ and $w \in \mathcal{G}_{n}^{+} \backslash \mathcal{R}$, there are $v \in \mathcal{G}_{m_{n}}$ and $u \in \mathcal{L}_{\leq \tau}$ such that $v u w \in \mathcal{G}^{+}$and $v u\left(w_{[1, k]}\right) \notin \mathcal{C}$ for every $1 \leq k \leq|w|$. We will consider $v, u$ as functions of $w$ whenever $w \in \mathcal{G}^{+} \backslash \mathcal{R}$. Let

$$
\mathcal{S}:=\left\{w \in \mathcal{G}_{\geq c}^{+} \backslash \mathcal{R}| | w \mid \geq L \text { and there is } 1 \leq j \leq|v u|+L \text { such that }(v u w)_{(j,|v u w|]} \in \mathcal{C}\right\}
$$

We will demonstrate below that $P(\mathcal{R} \cup \mathcal{S}, \varphi)<P(\varphi)$. First we observe that if $w \in \mathcal{G}_{\geq c}^{+} \backslash$ $(\mathcal{R} \cup \mathcal{S})$, then we have vuw $\notin \mathcal{C}$ and hence $v u w \in \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\text {s }}$, so that in particular there are $1 \leq i \leq j \leq|v u w|$ such that

$$
(v u w)_{[1, i]} \in \mathcal{C}^{\mathrm{p}}, \quad(v u w)_{(i, j]} \in \mathcal{G}, \quad(v u w)_{(j,|v u w|]} \in \mathcal{C}^{\mathrm{s}}
$$

By the choice of $v$ and $u$, we have $i \leq|v u|$, and by the definition of $\mathcal{S}$, we have $j>|v u|+L$. In particular, writing $\ell=j-|v u|$, we see that $w_{(\ell,|w|]}=(v u w)_{(j,|v u w|]} \in \mathcal{C}^{\text {s }}$, and also $w_{[1, \ell]}$ is the intersection of the two words $(v u w x)_{(i, j]} \in \mathcal{G}$ and $(v u w x)_{(|v u|,|v u w x|]}=w x \in \mathcal{G}$. Since $\ell \geq L$ this gives $w_{[1, \ell]} \in \mathcal{G}\left(\right.$ by $\left[\left[\mathbf{I I I}_{\mathrm{a}}\right]\right)$ and thus $w \in \mathcal{G C}^{\mathrm{s}}$.

Having proved that $\mathcal{G}_{>_{c}} \backslash \mathcal{G} \overline{\mathcal{C}}^{\mathrm{s}} \subset \mathcal{R} \cup \mathcal{S}$, it remains to estimate $P(\mathcal{R}, \varphi)$ and $P(\mathcal{S}, \varphi)$. To estimate $\Lambda_{n}(\mathcal{R}, \varphi)$, we will estimate the partition sum of the collection $\left\{v u w \mid v \in \mathcal{G}_{m_{n}}, w \in\right.$ $\left.\mathcal{R}_{n}\right\}$ in two different ways. First, note that every such vuw has length between $n+m_{n}$ and $n+m_{n}+\tau$, so along the same lines as in the proof of Lemma 4.5, we have

$$
\begin{align*}
\sum_{v \in \mathcal{G}_{m_{n}}} \sum_{w \in \mathcal{R}_{n}} e^{\hat{\varphi}(v u w)} \geq \sum_{v \in \mathcal{G}_{m_{n}}} \sum_{w \in \mathcal{R}_{n}} e^{\hat{\varphi}(v)} e^{\hat{\varphi}(w)} e^{-\left(\tau\|\varphi\|+|\varphi|_{\mathrm{d}}\right)}  \tag{7.28}\\
\geq e^{-\left(\tau\|\varphi\|+|\varphi|_{\mathrm{d}}\right)} \Lambda_{m_{n}}(\mathcal{G}, \varphi) \Lambda_{n}(\mathcal{R}, \varphi) \geq e^{-\left(\tau\|\varphi\|+|\varphi|_{\mathrm{d}}\right)} Q_{3} e^{m_{n} P(\varphi)} \Lambda_{n}(\mathcal{R}, \varphi)
\end{align*}
$$

On the other hand, for $v \in \mathcal{G}_{m_{n}}$ and $w \in \mathcal{R}_{n}$, we have $v u w \in \mathcal{C}_{m_{n}+|u|+k} \mathcal{L}_{n-k}$ for some $1 \leq k \leq n$, and thus as in 4.7,

$$
\begin{align*}
\sum_{v \in \mathcal{G}_{m_{n}}} \sum_{w \in \mathcal{R}_{n}} e^{\hat{\varphi}(v u w)} & \leq \sum_{k=1}^{n} \sum_{t=0}^{\tau} \sum_{x \in \mathcal{C}_{m_{n}+t+k}} \sum_{y \in \mathcal{L}_{n-k}} e^{\hat{\varphi}(x)} e^{\hat{\varphi}(y)}  \tag{7.29}\\
& \leq \sum_{k=1}^{n} \sum_{t=0}^{\tau} C e^{\left(m_{n}+t+k\right)(P(\varphi)-\varepsilon)} Q_{2} e^{(n-k) P(\varphi)}
\end{align*}
$$

Observe that for every $1 \leq k \leq n$ and $0 \leq t \leq \tau$ we have

$$
\begin{aligned}
(n-k) P(\varphi)+\left(m_{n}+\right. & t+k)(P(\varphi)-\varepsilon) \\
& =\left(n+m_{n}+t\right) P(\varphi)-\left(m_{n}+t+k\right) \varepsilon \leq\left(n+m_{n}+\tau\right) P(\varphi)-m_{n} \varepsilon
\end{aligned}
$$

and so (7.29) gives

$$
\sum_{v \in \mathcal{G}_{m_{n}}} \sum_{w \in \mathcal{R}_{n}} e^{\hat{\hat{( }(v u w)}} \leq n(\tau+1) Q_{2} C e^{\left(n+m_{n}+\tau\right) P(\varphi)} e^{-m_{n} \varepsilon},
$$

which together with (7.28) gives

$$
\begin{aligned}
\Lambda_{n}(\mathcal{R}, \varphi) & \leq e^{\tau\|\varphi\|+|\varphi|_{\mathrm{d}}} Q_{3}^{-1} e^{-m_{n} P(\varphi)} n(\tau+1) Q_{2} C e^{\left(n+m_{n}+\tau\right) P(\varphi)} e^{-m_{n} \varepsilon} \\
& \leq e^{\tau\|\varphi\|+|\varphi|_{\mathrm{d}}} Q_{3}^{-1} n(\tau+1) Q_{2} C e^{(n+\tau) P(\varphi)} e^{-m_{n} \varepsilon},
\end{aligned}
$$

and we conclude that $P(\mathcal{R}, \varphi) \leq P(\varphi)-\alpha \varepsilon<P(\varphi)$.
Now we consider $\Lambda_{n}(\mathcal{S}, \varphi)$. For every $w \in \mathcal{S}_{n}$ we have $v \in \mathcal{G}_{m_{n}}$ and $u \in \mathcal{L}_{t}$ for some $t \leq \tau$ such that vuw $\in \mathcal{L}_{j} \mathcal{C}_{|v u w|-j}$ for some $j \leq|v u|+L$. This gives

$$
\begin{align*}
& \Lambda_{n}(\mathcal{S}, \varphi)=\sum_{w \in \mathcal{S}_{n}} e^{\hat{\varphi}(w)} \leq \sum_{w \in \mathcal{S}_{n}} e^{\left(\tau+m_{n}\right)\|\varphi\|+|\varphi|_{\mathrm{d}}} e^{\hat{\varphi}(v u w)}  \tag{7.30}\\
& \leq e^{\alpha n\|\varphi\|+|\varphi|_{\mathrm{d}}} \sum_{t=0}^{\tau} \sum_{j=1}^{m_{n}+t+L} \Lambda_{j}(\mathcal{L}, \varphi) \Lambda_{m_{n}+t+n-j}(\mathcal{C}, \varphi) .
\end{align*}
$$

For each choice of $t, j$ we get

$$
\begin{aligned}
\Lambda_{j}(\mathcal{L}, \varphi) \Lambda_{m_{n}+t+n-j}(\mathcal{C}, \varphi) & \leq Q_{2} e^{j P(\varphi)} C e^{\left(m_{n}+t+n-j\right)(P(\varphi)-\varepsilon)} \\
& =Q_{2} C e^{\left(m_{n}+t\right) P(\varphi)} e^{n P(\varphi)} e^{-\varepsilon\left(n+m_{n}+t-j\right)} \leq Q_{2} C e^{\alpha n P(\varphi)} e^{n P(\varphi)} e^{-\varepsilon \ell}
\end{aligned}
$$

where $\ell=n+m_{n}+t-j \geq n-L$, and so

$$
\sum_{j=1}^{m_{n}+t+L} \Lambda_{j}(\mathcal{L}, \varphi) \Lambda_{m_{n}+t+n-j}(\mathcal{C}, \varphi) \leq Q_{2} C e^{\alpha n P(\varphi)} e^{n P(\varphi)} e^{-\varepsilon(n-L)}\left(1-e^{-\varepsilon}\right)^{-1}
$$

Together with 7.30, this gives

$$
\Lambda_{n}(\mathcal{S}, \varphi) \leq e^{\alpha n(P(\varphi)+\|\varphi\|)} e^{\mid \varphi \varphi_{\mathrm{d}}} Q_{2} C e^{n P(\varphi)}(\tau+1) e^{-\varepsilon(n-L)}\left(1-e^{-\varepsilon}\right)^{-1}
$$

and we conclude that $P(\mathcal{S}, \varphi) \leq P(\varphi)+\alpha(P(\varphi)+\|\varphi\|)-\varepsilon<P(\varphi)$, where the last inequality uses our choice of $\alpha$. This proves Lemma 7.8.
7.3.2. Proof of Lemma 7.9. We first describe the values of $M$ that we will use, then give a computation that proves (7.12) (and shows that $\gamma$ is independent of $M$ ). By Lemma 4.5 there are arbitrarily large values of $\ell$ such that $\Lambda_{\ell}(\mathcal{G}, \varphi) \geq Q_{3} e^{\ell P(\varphi)}$. Given such an $\ell$, define $\pi: \mathcal{G}_{\ell} \rightarrow \bigsqcup_{i=0}^{\tau} s \mathcal{L} \cap \mathcal{G}_{|s|+\ell+i}$ using $[\mathbf{I}]$ by $\pi(w)=s u w$ where $u=u(w) \in \mathcal{L}_{\leq \tau}$, and $s$ is from the synchronising triple. Then we have

$$
\begin{aligned}
\sum_{i=0}^{\tau} \Lambda_{|s|+\ell+i}(s \mathcal{L} \cap \mathcal{G}, \varphi) & \geq \sum_{w \in \mathcal{G}_{\ell}} e^{\hat{\varphi}(s u w)} \geq \sum_{w \in \mathcal{G}_{\ell}} e^{\hat{\varphi}(s u)} e^{\hat{\varphi}(w)} e^{-|\varphi|_{d}} \\
& \geq e^{-(|s|+\tau)\|\varphi\|-|\varphi|_{d} \Lambda_{\ell}(\mathcal{G}, \varphi)}
\end{aligned}
$$

so in particular there is $M \in[|s|+\ell,|s|+\ell+\tau]$ such that

$$
\begin{aligned}
\Lambda_{M}(s \mathcal{L} \cap \mathcal{G}, \varphi) & \geq(\tau+1)^{-1} e^{-(|s|+\tau)| | \varphi\left|-|\varphi|_{\mathrm{d}}\right.} Q_{3} e^{\ell P(\varphi)} \\
& \geq(\tau+1)^{-1} e^{-(|s|+\tau)(\|\varphi\|+P(\varphi))-|\varphi|_{\mathrm{d}}} Q_{3} e^{M P(\varphi)} .
\end{aligned}
$$

Putting $Q_{9}=(\tau+1)^{-1} e^{-(|s|+\tau)(\|\varphi\|+P(\varphi))-|\varphi|_{\mathrm{d}} Q_{3} \text {, we will use this in the form }}$

$$
\begin{equation*}
\Lambda_{M}(s \mathcal{L} \cap \mathcal{G}, \varphi) \geq Q_{9} e^{M P(\varphi)} \tag{7.31}
\end{equation*}
$$

Note that $M$ can be taken arbitrarily large, and that $Q_{9}$ only depends on $Q_{3}, \tau,|s|, \varphi$.
Now we fix $v \in \mathcal{G}$ and $n \geq|v|+\tau+|r c|+M$. By [[I] there is $p \in \mathcal{L}_{\leq \tau}$ such that $v p r \in \mathcal{G}$. Write $i=|v p r c|$ and $m=n-i \geq M$. For any $s^{\prime} \in s \mathcal{L} \cap \mathcal{G}_{M}$ and $w \in \mathcal{H}_{m}^{+}\left(s^{\prime}\right)$, the synchronising property of $(r, c, s)$ gives

$$
\text { vprcw } \in \widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i):=\left\{x \in \mathcal{H}_{n}^{+}(\operatorname{vprc}) \mid i \in G_{\mathrm{s}}^{M}(x)\right\} ;
$$

that is, $i$ represents a 'candidate' good occurrence of the synchronising triple in vprcw. We first estimate how many such words vprcw there are, and then show that in most of them, $i$ must be a genuinely good occurrence; that is, there is typically not a long subword in $\mathcal{C}$ beginning in position $i$. To start, Proposition 4.6 gives

$$
\begin{equation*}
\Lambda_{m}\left(\mathcal{H}^{+}\left(s^{\prime}\right), \varphi\right) \geq Q_{4}^{-1} e^{(m-M) P(\varphi)} e^{\hat{\varphi}\left(s^{\prime}\right)} \tag{7.32}
\end{equation*}
$$

so we have

$$
\begin{aligned}
\Lambda_{n}\left(\widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i), \varphi\right) & \geq \sum_{s^{\prime} \in s \mathcal{L} \cap \mathcal{G}_{M}} \sum_{w \in \mathcal{H}_{m}^{+}\left(s^{\prime}\right)} e^{\hat{\varphi}(v p r c w)} \geq \sum_{s^{\prime} \in s \mathcal{L} \cap \mathcal{G}_{M}} \sum_{w \in \mathcal{H}_{m}^{+}\left(s^{\prime}\right)} e^{\hat{\varphi}(v p r c)} e^{\hat{\varphi}(w)} e^{-|\varphi|_{\mathrm{d}}} \\
& \geq e^{\hat{\varphi}(v)-\left.|p r c||\varphi||-2| \varphi\right|_{\mathrm{d}}} \sum_{s^{\prime} \in s \mathcal{L} \cap \mathcal{G}_{M}} \Lambda_{m}\left(\mathcal{H}^{+}\left(s^{\prime}\right), \varphi\right) .
\end{aligned}
$$

Using the bounds from (7.31) and 7.32), we get

$$
\begin{aligned}
\sum_{s^{\prime} \in s \mathcal{L} \cap \mathcal{G}_{M}} \Lambda_{m}\left(\mathcal{H}^{+}\left(s^{\prime}\right), \varphi\right) \geq \sum_{s^{\prime} \in s \mathcal{\mathcal { L } \cap \mathcal { G } _ { M }}} & Q_{4}^{-1} e^{(m-M) P(\varphi)} e^{\hat{\varphi}\left(s^{\prime}\right)} \\
& \geq Q_{4}^{-1} e^{(m-M) P(\varphi)} \Lambda_{M}(s \mathcal{L} \cap \mathcal{G}, \varphi) \geq Q_{4}^{-1} e^{m P(\varphi)} Q_{9},
\end{aligned}
$$

which gives

$$
\begin{equation*}
\Lambda_{n}\left(\widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i), \varphi\right) \geq e^{\hat{\varphi}(v)} e^{m P(\varphi)} e^{-|p r c|\|\varphi\|-2|\varphi|_{\mathrm{d}}} Q_{4}^{-1} Q_{9} \tag{7.33}
\end{equation*}
$$

The upper bound in Proposition 4.6 gives

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) \leq Q_{4} e^{(n-|v|) P(\varphi)} e^{\hat{\varphi}(v)} \leq Q_{4} e^{(\tau+|r c|) P(\varphi)} e^{m P(\varphi)} e^{\hat{\varphi}(v)} \tag{7.34}
\end{equation*}
$$

together with (7.33) this gives

$$
\begin{equation*}
\Lambda_{n}\left(\widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i), \varphi\right) \geq 2 \gamma \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) \tag{7.35}
\end{equation*}
$$

for $\gamma=\frac{1}{2} e^{-(\tau+|r c|)(P(\varphi)+\|\varphi\|)-2|\varphi|_{\mathrm{d}}} Q_{4}^{-2} Q_{9}$. Applying Proposition 4.6 again gives

$$
\begin{equation*}
\Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) \geq Q_{4}^{-1} e^{(n-|v|) P(\varphi)} e^{\hat{\varphi}(v)} \geq Q_{4}^{-1} e^{m P(\varphi)} e^{|r c| P(\varphi)} e^{\hat{\varphi}(v)} . \tag{7.36}
\end{equation*}
$$

We must exclude those words $x \in \widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i)$ for which $x_{\left(i, i^{\prime}\right]} \in \mathcal{C}$ for some $i^{\prime} \in[i+M-L, n]$. Let $\mathcal{B}(v, i)$ be the set of such $x$; note that $\mathcal{B}(v, i) \subset \bigcup_{i^{\prime}=i+M-L}^{n} \operatorname{vprc} \mathcal{C}_{i^{\prime}-i} \mathcal{L}_{n-i^{\prime}}$, so taking $C, \varepsilon>0$ such that $\Lambda_{k}(\mathcal{C}, \varphi) \leq C e^{k(P(\varphi)-\varepsilon)}$ for all $k \in \mathbb{N}$, we have

$$
\begin{aligned}
\Lambda_{n}(\mathcal{B}(v, i), \varphi) & \leq \sum_{i^{\prime}=i+M-L}^{n} e^{\hat{\varphi}(v p r c)} \Lambda_{i^{\prime}-i}(\mathcal{C}, \varphi) \Lambda_{n-i^{\prime}}(\mathcal{L}, \varphi) \\
& \leq e^{\hat{\varphi}(v)} e^{\tau\|\varphi\|+\hat{\varphi}(r c)} \sum_{i^{\prime}=i+M-L}^{n} C e^{\left(i^{\prime}-i\right)(P(\varphi)-\varepsilon)} Q_{2} e^{\left(n-i^{\prime}\right) P(\varphi)} \\
& \leq e^{\hat{\varphi}(v)} e^{\tau\|\varphi\|+\hat{\varphi}(r c)} e^{(n-i) P(\varphi)} C Q_{2} e^{-(M-L) \varepsilon}\left(1-e^{-\varepsilon}\right)^{-1} .
\end{aligned}
$$

Since $e^{(n-i) P(\varphi)}=e^{m P(\varphi)}$, by 7.36 we can take $M$ large enough that for every $n$ and $v$ we get $\Lambda_{n}(\mathcal{B}(v, i)) \leq \gamma \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) ;$ together with 7.35$)$ this shows that

$$
\Lambda_{n}\left(\widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i) \backslash \mathcal{B}(v, i), \varphi\right) \geq \gamma \Lambda_{n}\left(\mathcal{H}^{+}(v), \varphi\right) .
$$

Finally, $\widetilde{\mathcal{H}_{\mathrm{s}}^{M}}(v, i) \backslash \mathcal{B}(v, i) \subset \mathcal{H}_{\mathrm{s}}^{M}(v)$, completing the proof of Lemma 7.9 .
7.3.3. Proof of Lemma 7.10. Given $\beta, \delta>0$ and $w \in \hat{\mathcal{C}}_{n}^{\beta, \delta}$, let $i_{a}, i_{a}^{\prime}$ be as in the definition of $\hat{\mathcal{C}}^{\beta, \delta}$ for $a=1, \ldots, B \leq 2\lfloor\beta n\rfloor$. Write $I_{a}=\left(i_{a}, i_{a}^{\prime}\right\rfloor \cap \mathbb{N}$ and observe that if some $i \in[1,|w|]$ is contained in $I_{a}$ for three distinct choices of $a$, then one of the corresponding intervals $I_{a}$ is contained in the union of the other two, and hence can be removed from the collection without changing $\bigcup_{a} I_{a}$. Thus without loss of generality we may assume that every $i \in$ $[1,|w|]$ is contained in at most two of the $I_{a}$, and by re-indexing if necessary, we have

$$
i_{1}<i_{1}^{\prime} \leq i_{3}<i_{3}^{\prime} \leq \cdots, \quad i_{2}<i_{2}^{\prime} \leq i_{4}<i_{4}^{\prime} \leq \cdots .
$$

Either $\sum_{a \text { even }}\left(i_{a}^{\prime}-i_{a}\right) \geq \delta n$ or $\sum_{a \text { odd }}\left(i_{a}^{\prime}-i_{a}\right) \geq \delta n$. Write $j_{b}, j_{b}^{\prime}$ for the indices in the larger sum, so $b=1, \ldots, B^{\prime}$ where $B^{\prime} \leq\lfloor\beta n\rfloor$ (since $B \leq 2\lfloor\beta n\rfloor$ ). We see that $w \in$ $\mathcal{L}_{j_{1}} \mathcal{C}_{j_{1}^{\prime}-j_{1}} \mathcal{L}_{j_{2}-j_{1}^{\prime}} \mathcal{C}_{j_{2}^{\prime}-j_{2}} \cdots \mathcal{C}_{j_{b}^{\prime}-j_{b}} \mathcal{L}_{n-j_{b}^{\prime}} ;$ in particular,

$$
\hat{\mathcal{C}}_{n}^{\beta, \delta} \subset \bigcup_{B^{\prime}=1}^{\lfloor\beta n\rfloor} \bigcup_{\vec{j}, j^{\prime}} \mathcal{L}_{j_{1}} \mathcal{C}_{j_{1}^{\prime}-j_{1}} \mathcal{L}_{j_{2}-j_{1}^{\prime}} \mathcal{C}_{j_{2}^{\prime}-j_{2}} \cdots \mathcal{C}_{j_{b}^{\prime}-j_{b}} \mathcal{L}_{n-j_{b}^{\prime}}
$$

where the inner union is over all sequences $0 \leq j_{1}<j_{1}^{\prime} \leq j_{2} \cdots \leq j_{B^{\prime}}^{\prime} \leq n$ such that $\sum_{b}\left(j_{b}^{\prime}-j_{b}\right) \geq \delta n$. Assume that $\beta<\frac{1}{2}$, so $2 B^{\prime} \leq 2\lfloor\beta n\rfloor \leq n$; then the number of such sequences is at most ${ }^{31}\binom{2(n+1)}{2 B^{\prime}} \leq\binom{ 2 n+2}{2\lfloor\beta n\rfloor} \leq 4\binom{2 n}{2\lfloor\beta n\rfloor} \leq 8 n e^{h(\beta) 2 n}$, where we use Lemma 5.11 . For each such sequence we can write $\ell\left(\vec{j}, \vec{j}^{\prime}\right)=\sum_{b}\left(j_{b}^{\prime}-j_{b}\right) \geq \delta n$ and use 4.7), Lemma 4.5. and (7.27) to get

$$
\begin{aligned}
& \Lambda_{n}\left(\mathcal{L}_{j_{1}} \mathcal{C}_{j_{1}^{\prime}-j_{1}} \mathcal{L}_{j_{2}-j_{1}^{\prime}} \mathcal{C}_{j_{2}^{\prime}-j_{2}} \cdots \mathcal{C}_{j_{b}^{\prime}-j_{b}} \mathcal{L}_{n-j_{b}^{\prime}}, \varphi\right) \\
& \leq Q_{2}^{B^{\prime}+1} e^{\left(n-\ell\left(\vec{j}, j^{\prime}\right)\right) P(\varphi)} C^{B^{\prime}} e^{\ell\left(\vec{j}, j^{\prime}\right)(P(\varphi)-\varepsilon)} \leq Q_{2}\left(Q_{2} C\right)^{\beta n} e^{n P(\varphi)} e^{-\delta \varepsilon n}
\end{aligned}
$$

[^22]where $C$, $\varepsilon$ depend on $\mathcal{C}$, but not on $\vec{j}$ or $\vec{j}^{\prime}$. Summing over all choices of $B^{\prime}$ and of $\vec{j}, \vec{j}^{\prime}$ gives
$$
\Lambda_{n}\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right) \leq 8 \beta n^{2} e^{h(\beta) 2 n} Q_{2} e^{\left(\log \left(Q_{2} C\right)\right) \beta n} e^{n P(\varphi)} e^{-\delta \varepsilon n},
$$
and we conclude that
$$
P\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right) \leq 2 h(\beta)+\beta \log \left(Q_{2} C\right)+P(\varphi)-\delta \varepsilon .
$$

For small enough $\beta$ this is $<P(\varphi)$, which proves Lemma 7.10
7.3.4. Proof of Lemma 7.11. First we prove the inclusions in 7.18, then we prove the estimate in 7.19. For the first inclusion in (7.18), if $v \in \mathcal{Z}^{k}$ and $w \in \mathcal{H}^{+}(v)$, then $w_{[1, k T]}=v_{[1, k T]} \in \mathcal{A}^{k}$ by the definition of $\mathcal{Z}^{k}$, so $w \in \mathcal{A}^{k}$.

The second inclusion requires more work. Let $m_{k}$ be as in (7.17), and let $w \in \mathcal{A}_{n}^{k}$. If $w_{\left[1, m_{k}\right]} \notin \mathcal{G C}^{\mathrm{s}}$, then $w \in \mathcal{Y}^{k}$, so we may assume that $w_{\left[1, m_{k}\right]} \in \mathcal{G} \mathcal{C}^{\mathrm{s}}$. Thus there is $i \in\left[1, m_{k}\right]$ such that $w_{[1, i]} \in \mathcal{G}$ and $w_{\left(i, m_{k}\right]} \in \mathcal{C}^{\mathbf{s}} \subset \mathcal{C}$. Let $k^{\prime}=\lfloor i / T\rfloor$, so that $0 \leq k^{\prime} \leq k$, and let $j \leq k^{\prime}$ be maximal such that $w_{[1, j T]} \in \mathcal{A}^{j}$.

First suppose that $k^{\prime}=k$. Thus $i \geq k T$, and so taking $i^{\prime} \geq k T$ to be minimal such that $v:=w_{\left[1, i^{\prime}\right]} \in \mathcal{G}$, we see that $v \in \mathcal{Z}^{k}$ and $w \in \mathcal{H}^{+}(v)$. So we move on to the case $k^{\prime}<k$.

Lemma 7.12. Suppose $w \in \mathcal{A}^{k}, 0 \leq k^{\prime}<k$, and $i \in\left[k^{\prime} T,\left(k^{\prime}+1\right) T\right)$ are such that $w_{[1, i]} \in \mathcal{G}$ and $w_{\left(i, m_{k}\right]} \in \mathcal{C}$, and $j \leq k^{\prime}$ is maximal such that $w_{[1, j T]} \in \mathcal{A}^{j}$. Then there is $\ell \in\left[k^{\prime} T,|w|\right]$ such that $(j T, \ell]$ contains $B=k^{\prime}-j$ intervals $\left\{\left(i_{a}, i_{a}^{\prime}\right]\right\}_{a=1}^{B}$ such that

$$
\begin{equation*}
w_{\left(i_{a}, i_{a}^{\prime}\right]} \in \mathcal{C} \text { for every } a \text {, and } \# \bigcup_{a=1}^{B}\left(i_{a}, i_{a}^{\prime}\right] \geq \frac{1}{2}(\ell-j T) \tag{7.37}
\end{equation*}
$$

Proof. If $j=k^{\prime}$ then taking $\ell=k^{\prime} T$ suffices. So assume $j<k^{\prime}$. Given $1 \leq a \leq B=k^{\prime}-j$, we have $w_{[1,(j+a) T]} \notin \mathcal{A}^{j+a}$ by maximality of $j$. Thus there are $j_{a}<j+a$ and $i_{a} \in I_{j_{a}}=$ $\left(j_{a} T,\left(j_{a}+\frac{1}{2}\right) T\right]$ such that $w_{\left(i_{a}, i^{\prime}\right]} \notin \mathcal{C}$ for all $i^{\prime} \in\left[i_{a}+M-L,(j+a) T\right]$. Note that $j \leq j_{a}$ because $w_{[1, j T]} \in \mathcal{A}^{j}$, and so $j T<i_{a} \leq\left(j_{a}+\frac{1}{2}\right) T \leq\left(j+a-\frac{1}{2}\right) T$.

On the other hand, $w \in \mathcal{A}^{k}$ and so for each $a$ there is $i_{a}^{\prime} \in\left[i_{a}+M-L,|w|\right]$ such that $w_{\left(i_{a}, i_{a}^{\prime}\right]} \in \mathcal{C}$. By the previous paragraph we must have $i_{a}^{\prime}>(j+a) T$. Let $\ell=\max _{a} i_{a}^{\prime}$. Because $i_{a} \leq k^{\prime} T$ for all $a=1, \ldots, B$, we have

$$
\bigcup_{a=1}^{B}\left(i_{a}, i_{a}^{\prime}\right] \supset\left(\bigcup_{a=1}^{B}\left(\left(j+a-\frac{1}{2}\right) T,(j+a) T\right]\right) \cup\left(k^{\prime} T, \ell\right],
$$

which proves 7.37).
Let $\ell$ be given by Lemma 7.12 . If $\ell \geq k T$ then we have $w \in \mathcal{Y}^{k}$, since $w_{(j T, \ell]} \in \hat{\mathcal{C}}^{\beta, \delta}$ for $\delta=\frac{1}{8}$ and $\beta \geq \frac{1}{2 T}$, by the estimate $B=k^{\prime}-j \leq \frac{1}{T}(\ell-j T)$.

Now consider the case $\ell<k T$; we claim that in this case we have $w_{\left(j T, m_{k}\right]} \in \hat{\mathcal{C}}^{\beta, \delta}$. Put $i_{0}=i$ and $i_{0}^{\prime}=m_{k}$; consider the collection of intervals $\left\{\left(i_{a}, i_{a}^{\prime}\right]\right\}_{a=0}^{B} \subset\left(j T, m_{k}\right]$. Note that

$$
B+1=k^{\prime}-j+1 \leq k-j \leq \frac{1}{T}\left(m_{k}-j T\right) .
$$

It remains to show that $\# \bigcup_{a=0}^{B}\left(i_{a}, i_{a}^{\prime}\right] \geq \frac{1}{4}\left(m_{k}-j T\right)$. From (7.37) we observe that $\# \bigcup_{a=1}^{B}\left(i_{a}, i_{a}^{\prime}\right] \geq \frac{1}{2}(\ell-j T)$. Moveover, this union is contained in $(j T, \ell]$, so writing $\ell^{\prime}=$
$\max (i, \ell)$, we use the general inequality $\frac{w+x}{y+z} \geq \min \left(\frac{w}{y}, \frac{x}{z}\right)$ to get

$$
\begin{equation*}
\frac{\# \bigcup_{a=0}^{B}\left(i_{a}, i_{a}^{\prime}\right]}{m_{k}-j T}=\frac{\left(\# \bigcup_{a=1}^{B}\left(i_{a}, i_{a}^{\prime}\right]\right)+\#\left(\ell^{\prime}, m_{k}\right]}{(\ell-j T)+\left(m_{k}-\ell\right)} \geq \min \left(\frac{1}{2}, \frac{m_{k}-\ell^{\prime}}{m_{k}-\ell}\right) . \tag{7.38}
\end{equation*}
$$

Since $i<\left(k^{\prime}+1\right) T, \ell \geq k^{\prime} T$, we get $\ell^{\prime}=\max (i, \ell) \leq \ell+T$, so $\ell^{\prime}-\ell \leq T$. Recall from (7.17) that $m_{k}=k T+\frac{T}{2}-(\tau+|r c|)$; since $i<\left(k^{\prime}+1\right) T \leq k T$ (using $k^{\prime}<k$ ) and $\ell<k T$, we get $\ell^{\prime}<k T$ and hence $m_{k}-\ell^{\prime} \geq \frac{T}{2}-(\tau+|r c|)=M \geq \frac{T}{3}$, where we use the bound following (7.14) to get $T \leq 3 M$. Thus (7.38) gives

$$
\frac{m_{k}-\ell^{\prime}}{m_{k}-\ell}=\frac{m_{k}-\ell^{\prime}}{\left(m_{k}-\ell^{\prime}\right)+\left(\ell^{\prime}-\ell\right)}=\frac{1}{1+\frac{\ell^{\prime}-\ell}{m_{k}-\ell^{\prime}}} \geq \frac{1}{1+\frac{T}{T / 3}}=\frac{1}{4}
$$

This proves that $w_{\left(j T, m_{k}\right]} \in \hat{\mathcal{C}}^{\beta, \delta}$ and completes the proof of 7.18).
To complete the proof of Lemma 7.11 we must prove the estimate in 7.19 ). We do this using (4.7), Lemma 4.5, and (7.15) to get

$$
\Lambda_{n}\left(\left(\mathcal{G}^{+} \backslash\left(\mathcal{G C} \mathcal{C}^{\mathbb{S}}\right)\right)_{m_{k}} \mathcal{L}_{n-m_{k}}, \varphi\right) \leq Q_{7} \zeta^{k} e^{m_{k} P(\varphi)} Q_{2} e^{\left(n-m_{k}\right) P(\varphi)}=Q_{7} Q_{2} \zeta^{k} e^{n P(\varphi)}
$$

for the first part of $\mathcal{Y}^{k}$, and for the second part, 4.7), Lemma 4.5, and (7.13) to get

$$
\begin{aligned}
& \Lambda_{n}\left(\bigcup_{j=0}^{k-1} \bigcup_{\ell=k T}^{n} \mathcal{A}_{j T}^{j} \hat{\mathcal{C}}_{\ell-j T}^{\beta, \delta} \mathcal{L}_{n-\ell}, \varphi\right) \leq \sum_{j=0}^{k-1} \sum_{\ell=k T}^{n} \Lambda_{j T}\left(\mathcal{A}^{j}, \varphi\right) \Lambda_{\ell-j T}\left(\hat{\mathcal{C}}^{\beta, \delta}, \varphi\right) \Lambda_{n-\ell}(\mathcal{L}, \varphi) \\
& \quad \leq \sum_{j=0}^{k-1} \sum_{\ell=k T}^{n} \Lambda_{j T}\left(\mathcal{A}^{j}, \varphi\right) Q_{8} \theta^{\ell-j T} e^{(\ell-j T) P(\varphi)} Q_{2} e^{(n-\ell) P(\varphi)} \\
& \quad \leq Q_{8} Q_{2} \sum_{j=0}^{k-1} \Lambda_{j T}\left(\mathcal{A}^{j}, \varphi\right) \frac{\theta^{(k T-j T)}}{1-\theta} e^{(n-j T) P(\varphi)} .
\end{aligned}
$$

Adding the two estimates (and loosening the first) gives (7.19) ${ }^{32}$ This proves Lemma 7.11.

## 8. Proofs of other results

8.1. Proof of Theorem 1.4. We start with a lemma. Given $\mathcal{A} \subset \mathcal{L}$, let

$$
\hat{P}(\mathcal{A}, \varphi):=\sup _{n \in \mathbb{N}} \frac{1}{n} \log \Lambda_{n}(\mathcal{A}, \varphi)
$$

and consider the collection $\mathcal{A}^{*}=\left\{w^{1} \cdots w^{k} \in \mathcal{L} \mid w^{i} \in \mathcal{A}\right.$ for all $\left.i\right\}$.
Lemma 8.1. Let $\varphi$ be Hölder and $\mathcal{A} \subset \mathcal{L}_{\geq M}$ for some $M \in \mathbb{N}$. Then

$$
\begin{equation*}
P\left(\mathcal{A}^{*}, \varphi\right) \leq \hat{P}(\mathcal{A}, \varphi)+h\left(\frac{1}{M}\right), \tag{8.1}
\end{equation*}
$$

where $h(\delta)=-\delta \log \delta-(1-\delta) \log (1-\delta)$.

[^23]Proof. Given $n, k \in \mathbb{N}$, let

$$
\mathbf{N}_{k}=\left\{\left(n_{1}, n_{2}, \ldots, n_{k}\right) \in \mathbb{N}^{k} \mid \sum n_{i}=n \text { and } n_{i} \geq M \text { for all } 1 \leq i \leq k\right\}
$$

Note that $\mathbf{N}_{k}$ is empty for all $k>\frac{n}{M}$. Now we have

$$
\begin{aligned}
\Lambda_{n}\left(\mathcal{A}^{*}, \varphi\right) & =\sum_{k \in \mathbb{N}} \sum_{\mathbf{N}_{k}} \sum_{\substack{w^{1} \in \mathcal{A}_{n_{1}}, \cdots w^{k} \in \mathcal{A}_{n} \\
w^{\cdots} \cdots w^{k} \in \mathcal{L}}} e^{\hat{\varphi}\left(w^{1} \cdots w^{k}\right)} \leq \sum_{k} \sum_{\mathbf{N}_{k}} \sum_{w^{1} \in \mathcal{A}_{n_{1}}, \cdots w^{k} \in \mathcal{A}_{n_{k}}} e^{\sum_{i=1}^{k} \hat{\varphi}\left(w^{i}\right)} \\
& \leq \sum_{k} \sum_{\mathbf{N}_{k}} \prod_{i=1}^{k} \Lambda_{n_{i}}(\mathcal{A}, \varphi) \leq \sum_{k=1}^{\lfloor n / M\rfloor}\left(\# \mathbf{N}_{k}\right) e^{n \hat{P}(\mathcal{A}, \varphi)}
\end{aligned}
$$

Recalling Lemma 5.11, we see that for every $k \leq \frac{n}{M}$ we have $\# \mathbf{N}_{k} \leq\binom{ n}{k} \leq n e^{h\left(\frac{1}{M}\right) n}$, which gives the estimate

$$
\Lambda_{n}\left(\mathcal{A}^{*}, \varphi\right) \leq n^{2} M^{-1} e^{h\left(\frac{1}{M}\right) n} e^{n \hat{P}(\mathcal{A}, \varphi)} .
$$

We conclude that $P\left(\mathcal{A}^{*}, \varphi\right) \leq \hat{P}(\mathcal{A}, \varphi)+h\left(\frac{1}{M}\right)$, as claimed.
Now we prove Theorem 1.4. As in the statement of the theorem, let $\mathcal{C}^{ \pm}$satisfy (1.4) and $\left[\mathbf{I}^{*}\right]$, and fix $\varepsilon>0$ small enough that $P\left(\mathcal{C}^{+} \cup \mathcal{C}^{-}, \varphi\right)+3 \varepsilon<P(\varphi)$. We start by choosing parameters $M, \tau, N$ to satisfy certain pressure estimates; then we use these to define $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\mathrm{s}}$. Finally, we define $\mathcal{G}$ and verify $[\mathbf{I}][[\mathbf{I I I}]$.
Step 1 (choosing $M, \tau, N$ ): Choose $M \in \mathbb{N}$ such that $h\left(\frac{1}{M}\right)<\varepsilon$ and

$$
\begin{equation*}
\hat{P}\left(\mathcal{C}_{\geq M}^{-}, \varphi\right)<P\left(\mathcal{C}^{-}, \varphi\right)+\varepsilon, \quad \hat{P}\left(\mathcal{C}_{\geq M}^{+}, \varphi\right)<P\left(\mathcal{C}^{+}, \varphi\right)+\varepsilon . \tag{8.2}
\end{equation*}
$$

Let $\tau=\tau(M)$ be as in $\left[\mathbf{I}^{*}\right]$ and consider the collections

$$
\begin{aligned}
& \mathcal{D}^{-}:=\left\{w \in \mathcal{L} \mid \text { there exists } x \in \mathcal{L}_{\leq \tau+M} \text { such that } w x \in \mathcal{C}^{-}\right\} \\
& \mathcal{D}^{+}:=\left\{w \in \mathcal{L} \mid \text { there exists } x \in \mathcal{L}_{\leq \tau+M} \text { such that } x w \in \mathcal{C}^{+}\right\}
\end{aligned}
$$

These have the same pressures as $\mathcal{C}^{ \pm}$; indeed,

$$
\begin{aligned}
\Lambda_{n}\left(\mathcal{D}^{-}, \varphi\right)= & \sum_{i=0}^{\tau+M} \sum_{\substack{w \in \mathcal{D},-|x(w)|=i}} e^{\hat{\varphi}(w)} \leq \sum_{i=0}^{\tau+M} \sum_{v \in \mathcal{C}_{n+i}^{-}} e^{\hat{\varphi}(v)+|\varphi|_{\mathrm{d}}+i\|\varphi\|} \\
& \leq(\tau+M+1) e^{|\varphi|_{\mathrm{d}}+(\tau+M)\|\varphi\|} e^{(n+\tau+M) \hat{P}\left(\mathcal{C}_{\geq n}^{-}, \varphi\right)} .
\end{aligned}
$$

Sending $n \rightarrow \infty$ gives $P\left(\mathcal{D}^{-}, \varphi\right) \leq P\left(\mathcal{C}^{-}, \varphi\right)$, and the estimate for $\mathcal{D}^{+}$is similar. Thus we can choose $N \geq M$ large enough that $\frac{\log 2}{N}<\varepsilon$ and

$$
\begin{equation*}
\hat{P}\left(\mathcal{D}_{\geq N}^{-}, \varphi\right)<P\left(\mathcal{C}^{-}, \varphi\right)+\varepsilon, \quad \hat{P}\left(\mathcal{D}_{\geq N}^{+}, \varphi\right)<P\left(\mathcal{C}^{+}, \varphi\right)+\varepsilon . \tag{8.3}
\end{equation*}
$$

For use in Step 3 below we record the fact that (1.4) holds for $\mathcal{D}^{ \pm}$: that is,

$$
\begin{equation*}
\left(v w \in \mathcal{D}^{+} \Rightarrow v \in \mathcal{D}^{+}\right) \quad \text { and } \quad\left(v w \in \mathcal{D}^{-} \Rightarrow w \in \mathcal{D}^{-}\right) . \tag{8.4}
\end{equation*}
$$

This follows quickly from (1.4) for $\mathcal{C}^{ \pm}$: if $v w \in \mathcal{D}^{+}$then there is $x \in \mathcal{L}_{\leq \tau+M}$ such that $x v w \in \mathcal{C}^{+}$, and since (1.4) gives $x v \in \mathcal{C}^{+}$, we get $v \in \mathcal{D}^{+}$. The case $v w \in \mathcal{D}^{-}$is similar.

Step 2 (definition of $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\mathrm{s}}$ ): Consider the collections

$$
\mathcal{C}^{\mathrm{p}}:=\left(\mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}\right)^{*}, \quad \mathcal{C}^{\mathrm{s}}:=\left(\mathcal{C}_{\geq M}^{+} \cup \mathcal{D}_{\geq N}^{-}\right)^{*} .
$$

By Lemma 8.1 we have

$$
\begin{equation*}
P\left(\mathcal{C}^{\mathrm{p}}, \varphi\right) \leq \hat{P}\left(\mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}, \varphi\right)+h\left(\frac{1}{M}\right) . \tag{8.5}
\end{equation*}
$$

To estimate the $\hat{P}$ term we note that for $n \in[M, N)$ we have

$$
\Lambda_{n}\left(\mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}, \varphi\right)=\Lambda_{n}\left(\mathcal{C}_{\geq M}^{-}, \varphi\right) \leq e^{n \hat{P}\left(\mathcal{C}_{\geq M}^{-}, \varphi\right)} \leq e^{n\left(P\left(\mathcal{C}^{-}, \varphi\right)+\varepsilon\right)}
$$

using (8.2), while for $n \geq N$ we have

$$
\begin{aligned}
& \Lambda_{n}\left(\mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}, \varphi\right) \leq \Lambda_{n}\left(\mathcal{C}_{\geq M}^{-}, \varphi\right)+\Lambda_{n}\left(\mathcal{D}_{\geq N}^{+}, \varphi\right) \\
& \leq 2 e^{n \max \left\{\hat{P}\left(\mathcal{C}_{\geq M}^{-}, \varphi\right), \hat{P}\left(\mathcal{D}_{\geq N}^{+}, \varphi\right)\right\}} \leq 2 e^{n\left(\max \left\{P\left(\mathcal{C}^{-}, \varphi\right), P\left(\mathcal{C}^{+}, \varphi\right)\right\}+\varepsilon\right)}
\end{aligned}
$$

using (8.2) and 8.3). We conclude that

$$
\hat{P}\left(\mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}, \varphi\right) \leq P\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}, \varphi\right)+\varepsilon+\frac{\log 2}{N}<P\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}, \varphi\right)+2 \varepsilon,
$$

Together with 8.5 and the estimate on $h\left(\frac{1}{M}\right)$ this gives

$$
\begin{equation*}
P\left(\mathcal{C}^{\mathrm{p}}, \varphi\right)<P\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}, \varphi\right)+3 \varepsilon<P(\varphi) . \tag{8.6}
\end{equation*}
$$

The estimate for $P\left(\mathcal{C}^{\mathbf{s}}, \varphi\right)$ is similar.
Step 3 (definition of $\mathcal{G}$ ): Now we describe $\mathcal{G}$ such that [I] and [III] hold and we have $P\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}, \varphi\right)<P(\varphi)$. Let

$$
\begin{align*}
& \mathcal{G}:=\left\{w \in \mathcal{L} \backslash\left(\mathcal{D}^{+} \cup \mathcal{D}^{-}\right) \mid w_{[1, i]} \notin \mathcal{C}^{-}, w_{(|w|-i,|w|]} \notin \mathcal{C}^{+} \text {for all } M \leq i \leq|w|,\right.  \tag{8.7}\\
&\text { and } \left.w_{[1, i]} \notin \mathcal{D}^{+}, w_{(|w|-i,|w|]} \notin \mathcal{D}^{-} \text {for all } i \geq N\right\} .
\end{align*}
$$

Given $w \in \mathcal{L}$, decompose $w$ as $w=u^{p} v u^{s}$ by beginning with $v=w$ and $u^{p}=u^{s}=\emptyset$, and then proceeding as follows.
(1) Choose the smallest $i \in[1,|v|]$ such that $v_{[1, i]} \in \mathcal{C}_{\geq M}^{-} \cup \mathcal{D}_{\geq N}^{+}$(if such an $i$ exists); then replace $u^{p}$ with $u^{p} v_{[1, i]}$ and replace $v$ with $v_{(i,|v|]}$. Iterate this step until no such $i$ exists; note that $u^{p} \in \mathcal{C}^{\text {p }}$.
(2) Take the resulting word $v$ and choose the smallest $i \in[1,|v|]$ such that $v_{(|v|-i,|v|]} \in$ $\mathcal{C}_{\geq M}^{+} \cup \mathcal{D}_{\geq N}^{-}$(if such an $i$ exists); then replace $u^{s}$ with $v_{(|v|-i,|v|]} u^{s}$ and $v$ with $v_{[1,|v|-i]}$. Iterate this step until no such $i$ exists; note that $u^{s} \in \mathcal{C}^{\text {s }}$.
(3) Observe that the resulting word $v$ satisfies $v \in \mathcal{G} \cup \mathcal{D}^{+} \cup \mathcal{D}^{-}$by the definition of $\mathcal{G}$.

We conclude that $\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}} \subset \mathcal{C}^{\mathrm{p}}\left(\mathcal{D}^{+} \cup \mathcal{D}^{-}\right) \mathcal{C}^{\mathrm{s}}$, and in particular ${ }^{33}$

$$
P\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G} \mathcal{C}^{\mathrm{s}}, \varphi\right) \leq \max \left\{P\left(\mathcal{C}^{\mathrm{p}}, \varphi\right), P\left(\mathcal{D}^{+}, \varphi\right), P\left(\mathcal{D}^{-}, \varphi\right), P\left(\mathcal{C}^{\mathrm{s}}, \varphi\right)\right\}<P(\varphi) .
$$

It remains to show that $\mathcal{G}$ satisfies $[\mathbf{I I}]$ and $[\mathbf{I I I}]$. For $[\mathbf{I}]$, first note that $\mathcal{G} \subset \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$, and so by $\left[\mathbf{I}^{*}\right]$, for every $v, w \in \mathcal{G}$ there is $u \in \mathcal{L}_{\leq \tau}$ such that $v u w \in \mathcal{L}$. Fix any such $u$ and observe that for all $v^{\prime}=v_{[i,|v|]}$ and $w^{\prime}=w_{[1, j]}$ we have $v^{\prime} u w^{\prime} \in \mathcal{L}$ since it is a subword of vuw. When $v^{\prime}, w^{\prime} \in \mathcal{G}$, the following lemma implies that $v^{\prime} u w^{\prime} \in \mathcal{G}$, which establishes [I]]

[^24]Lemma 8.2. If $v^{\prime}, w^{\prime} \in \mathcal{G}$ and $u \in \mathcal{L}_{\leq \tau}$ are such that $v^{\prime} u w^{\prime} \in \mathcal{L}$, then $v^{\prime} u w^{\prime} \in \mathcal{G}$.
Proof. We prove that
$\langle\mathbf{1}\rangle v^{\prime} u w^{\prime} \notin \mathcal{D}^{+}$and $v^{\prime} u w^{\prime} \notin \mathcal{D}^{-}$;
$\langle\mathbf{2}\rangle\left(v^{\prime} u w^{\prime}\right)_{[1, i]} \notin \mathcal{C}^{-}$and $\left(v^{\prime} u w^{\prime}\right)_{\left(\left|v^{\prime} u w^{\prime}\right|-i,\left|v^{\prime} u w^{\prime}\right|\right]} \notin \mathcal{C}^{+}$for all $i \geq M$;
$\langle\mathbf{3}\rangle\left(v^{\prime} u w^{\prime}\right)_{[1, i]} \notin \mathcal{D}^{+}$and $\left(v^{\prime} u w^{\prime}\right)_{\left(\left|v^{\prime} u w^{\prime}\right|-i,\left|v^{\prime} u w^{\prime}\right|\right]} \notin \mathcal{D}^{-}$for all $i \geq N$.
In each case we prove only the first assertion; the second follows by a symmetrical argument.
For $\langle\mathbf{1}\rangle$, we see that $v^{\prime} \notin \mathcal{D}^{+}$implies $v^{\prime} u w^{\prime} \notin \mathcal{D}^{+}$by (8.4). For $\langle\mathbf{2}\rangle$ we consider $\left(v^{\prime} u w^{\prime}\right)_{[1, i]}$ in the following three cases.

- $M \leq i \leq\left|v^{\prime}\right|$. Then $v^{\prime} \in \mathcal{G}$ gives $\left(v^{\prime} u w^{\prime}\right)_{[1, i]}=v_{[1, i]}^{\prime} \notin \mathcal{C}^{-}$.
- $\left|v^{\prime}\right|<i \leq\left|v^{\prime} u\right|+M$. Then since $v^{\prime} \notin \mathcal{D}^{-}$and $i-\left|v^{\prime}\right| \leq \tau+M$, we must have $\left(v^{\prime} u w^{\prime}\right)_{[1, i]}=v^{\prime}\left(u w^{\prime}\right)_{\left[1, i-\left|v^{\prime}\right|\right]} \notin \mathcal{C}^{-}$.
- $i>\left|v^{\prime} u\right|+M$. Then $w^{\prime} \in \mathcal{G}$ gives $w_{\left[1, i-\left|v^{\prime} u\right|\right]}^{\prime} \notin \mathcal{C}^{-}$, so (1.4) gives $\left(v^{\prime} u w^{\prime}\right)_{[1, i]} \notin \mathcal{C}^{-}$.

For $\langle\mathbf{3 \rangle}$ if $N \leq i<| v^{\prime} \mid$, then $\left(v^{\prime} u w^{\prime}\right)_{[1, i]}=v_{[1, i]}^{\prime} \notin \mathcal{D}^{+}$by the definition of $\mathcal{G}$; if $i \geq\left|v^{\prime}\right|$, then $v^{\prime} \notin \mathcal{D}^{+}$implies $\left(v^{\prime} u w^{\prime}\right)_{[1, i]} \notin \mathcal{D}^{+}$by (8.4). Thus $v^{\prime} u w^{\prime} \in \mathcal{G}$, which proves Lemma 8.2.

The proof of $[\mathbf{I I I}]$ has a similar flavour. If $u v w \in \mathcal{L}$ and $u v, v w \in \mathcal{G}$, we show that $u v w \in \mathcal{G}$, and that $v \in \mathcal{G}$ if $|v| \geq N$. As above, we verify the conditions involving $\mathcal{C}^{-}$and $\mathcal{D}^{+}$; the other conditions follow from symmetric arguments. We start with uvw.
$\langle\mathbf{1}\rangle$ Since $u v \notin \mathcal{D}^{+}$, we have $u v w \notin \mathcal{D}^{+}$by (8.4).
$\langle\mathbf{2}\rangle$ For $i \geq M$, we check $(u v w)_{[1, i]} \notin \mathcal{C}^{-}$in the following three cases.

- $M \leq i \leq|u v|$. Then $u v \in \mathcal{G}$ gives $(u v w)_{[1, i]}=(u v)_{[1, i]} \notin \mathcal{C}^{-}$.
- $|u v|<i \leq|u v|+M$. Then $u v \notin \mathcal{D}^{-}$implies that $(u v w)_{[1, i]}=(u v) w_{[1, i-|u v|]} \notin \mathcal{C}^{-}$ since $i-|u v| \leq M$.
- $i>|u v|+M \geq|u|+M$. Then $v w \in \mathcal{G}$ gives $(v w)_{[1, i-|u|]} \notin \mathcal{C}^{-}$, hence $(u v w)_{[1, i]} \notin \mathcal{C}^{-}$ by (1.4).
$\langle\mathbf{3}\rangle$ If $N \leq i \leq|u v|$, then $u v \in \mathcal{G}$ gives $(u v w)_{[1, i]}=(u v)_{[1, i]} \notin \mathcal{D}^{+}$. If $i \geq|u v|$, then $u v \notin \mathcal{D}^{+}$ gives $(u v w)_{[1, i]} \notin \mathcal{D}^{+}$by (8.4).
We conclude by showing that $v \in \mathcal{G}$ whenever $|v| \geq N$.
$\langle\mathbf{1}\rangle$ Since $v w \in \mathcal{G}$ and $|v| \geq N$, we have $v=(v w)_{[1,|v|} \notin \mathcal{D}^{+}$.
$\langle\mathbf{2}\rangle$ Given $i \geq M$ we have $v_{[1, i]}=(v w)_{[1, i]} \notin \mathcal{C}^{-}$since $v w \in \mathcal{G}$.
$\langle 3\rangle$ Given $i \geq N$ we have $v_{[1, i]}=(v w)_{[1, i]} \notin \mathcal{D}^{+}$since $v w \in \mathcal{G}$.
This establishes [III] for $\mathcal{G}$ and completes the proof of Theorem 1.4 .
8.2. Shifts of quasi-finite type. To prove Theorem 1.6. we first prove (1.4) for $\mathcal{C}^{+}=\mathcal{C}^{\ell}$ and $\mathcal{C}^{-}=\mathcal{C}^{r}$. Given $v w \in \mathcal{C}^{+}=\mathcal{C}^{\ell}$, let $u \in \mathcal{L}$ be such that $(v w)_{[2,|v w|]} u \in \mathcal{L}$ but $(v w) u \notin \mathcal{L}$. Then $v_{[2,|v|]}(w u) \in \mathcal{L}$ but $v(w u) \notin \mathcal{L}$, so $v \in \mathcal{C}^{+}=\mathcal{C}^{\ell}$. The proof for $\mathcal{C}^{-}=\mathcal{C}^{r}$ is similar.

Now we show that $\mathcal{C}^{-}=\mathcal{C}^{r}$ and $\mathcal{C}^{+}=\mathcal{C}^{\ell}$ always form a complete list of obstructions to specification as long as $X$ is topologically transitive. Fix $M \in \mathbb{N}$ and let $\tau \in \mathbb{N}$ be such that for every $v, w \in \mathcal{L}_{\leq M}$ there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that vuw $\in \mathcal{L}$; note that such a $\tau$ exists because $X$ is transitive and $\mathcal{L}_{\leq M}$ is finite. Then given any $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$, there is $u \in \mathcal{L}_{\leq \tau}$ such that $v_{[|v|-M+1,|v|]} u w_{[1, M]} \in \mathcal{L}$. Since $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$, we have that $v_{[|v|-M,|v|]} \notin \mathcal{C}^{+}=\mathcal{C}^{\ell}$, and hence $v_{[|v|-M,|v|]} u w_{[1, M]} \in \mathcal{L}$. Proceeding inductively and using
the fact that $v_{[|v|-i,|v|]} \notin \mathcal{C}^{\ell}$ for any $i>M$, we conclude that $v u w_{[1, M]} \in \mathcal{L}$. A similar induction using $w_{[1, i]} \notin \mathcal{C}^{-}=\mathcal{C}^{r}$ yields vuw $\in \mathcal{L}$. Since $M$ was arbitrary, this gives $\left[\mathbf{I}^{*}\right]$,

The proof for $\mathcal{C}^{-}=\emptyset$ and $\mathcal{C}^{+}=\mathcal{C}^{\ell}$ in the topologically exact case is similar. Given $M \in \mathbb{N}$, exactness gives $\tau \in \mathbb{N}$ such that for every $v \in \mathcal{L}_{\leq M}$, we have $\sigma^{\tau+M}[v]=X^{+}$. In particular, for all $v \in \mathcal{L}_{\leq M}$ and $w \in \mathcal{L}$, we have $\sigma^{\tau+M}[v] \supset[w]$, so there is $u \in \mathcal{L}_{\tau}$ such that $v u w \in \mathcal{L}$. Then given any $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$, there is $u \in \mathcal{L}_{\tau}$ such that $v_{(|v|-M,|v|]} u w \in \mathcal{L}$, and the same inductive argument as before shows that vuw $\in \mathcal{L}$, so $\left[\mathbf{I}^{*}\right]$ holds.
8.3. Synchronised shifts. To deduce Theorem 1.7 from Theorems 1.2 and 1.3 , let $s$ be a synchronising word and let $\mathcal{G}=\mathcal{L} \cap s \mathcal{L} \cap \mathcal{L} s$ be the set of words that start and end with $s$ (though $s$ may overlap itself). Choose $c \in \mathcal{L}$ such that $s c s \in \mathcal{L}$, and let $\tau=|c|$. For every $v, w \in \mathcal{G}$ we have $v c w \in \mathcal{G}$ by the definition of a synchronising word, so $\mathcal{G}$ satisfies $\left[\mathbf{I}^{\prime}\right]$, since the gluing word $c$ does not depend on the choice of $v, w \in \mathcal{G}$, the statement in [ $\left.\mathbf{I}^{\prime}\right]$ involving $v^{\prime}$ and $w^{\prime}$ holds automatically. Writing $\mathcal{C}^{\mathrm{p}}=\mathcal{C}^{\mathrm{s}}=\mathcal{L}(Y)=\mathcal{L} \backslash \mathcal{L} s \mathcal{L}$ for the collection of words that do not contain $s$ as a subword, every $w \in \mathcal{L}$ is either contained in $\mathcal{C}^{\mathrm{p}}$, or has $w=u^{p} v u^{s} \in \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\text {s }}$ by marking the first and last occurrences of $s$ as a subword of $w$. Thus $P\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}^{\mathrm{s}}\right), \varphi\right)=P(Y, \varphi)$, and the hypothesis that $P(Y, \varphi)<P(\varphi)$ implies [II] . Finally, taking $L=|s|$ we see that [III] is immediately satisfied by the definition of $\mathcal{G}$.
8.4. Proof of Theorem 1.11. Theorem 1.11 is a consequence of Theorem 1.4 and the following two propositions.
Proposition 8.3. If $\tilde{X}$ is a shift factor of $X$, then $h_{\mathrm{spec}}^{\perp}(\tilde{X}) \leq h_{\mathrm{spec}}^{\perp}(X)$.
Proposition 8.4. If there is $\mathcal{G} \subset \mathcal{L}$ satisfying [[I] such that every $w \in \mathcal{L}$ has $\mathcal{L} w \mathcal{L} \cap \mathcal{G} \neq \emptyset$, then every subshift factor $\tilde{X}$ of $X$ has $h(\tilde{X})>0$ or is a single periodic orbit. In particular, if $\operatorname{gcd}\left\{k \mid \operatorname{Per}_{k}(X) \neq \emptyset\right\}=1$, then every non-trivial subshift factor of $X$ has positive entropy.
Proof of Proposition 8.3. Let $(\tilde{X}, \tilde{\sigma})$ be a shift factor of $(X, \sigma)$. We prove that $h_{\text {spec }}^{\perp}(\tilde{X}) \leq$ $h_{\text {spec }}^{\perp}(X)$ by showing that if $\mathcal{C}^{ \pm} \subset \mathcal{L}$ satisfy 1.4 and $\left[\mathbf{I}^{*}\right]$, then there are $\tilde{\mathcal{C}}^{ \pm} \subset \tilde{\mathcal{L}}$ satisfying the same conditions and with the property that $h\left(\tilde{\mathcal{C}}^{-} \cup \mathcal{C}^{+}\right) \leq h\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}\right)$.

We follow the proof of [CT12, Proposition 2.2]: given two shifts $X, \tilde{X}$ on finite alphabets $A, \tilde{A}$ with a factor map $\pi: X \rightarrow \tilde{X}$, there is some $m \in \mathbb{N}$ and $\theta: \mathcal{L}_{2 m+1}(X) \rightarrow \tilde{A}$ such that $\pi(x)_{n}=\theta\left(x_{[n-m, n+m]}\right)$ for every $x \in X$ and $n \in \mathbb{Z}$. Writing $\Theta: \mathcal{L}_{n+2 m} \rightarrow \tilde{\mathcal{L}}_{n}$ for the map induced by $\theta$, we consider $\mathcal{C}^{ \pm} \subset \mathcal{L}$ satisfying (1.4) and [I'] and put $\tilde{\mathcal{C}}^{-}=\Theta\left(\mathcal{C}^{-}\right)$, $\tilde{\mathcal{C}}^{+}=\Theta\left(\mathcal{C}^{+}\right)$. Since $\# \tilde{\mathcal{C}}_{n}^{-} \leq \# \mathcal{C}_{n+2 m}^{-}$, and similarly for $\mathcal{C}^{+}$, we get $h\left(\tilde{\mathcal{C}}^{-} \cup \tilde{\mathcal{C}}^{+}\right) \leq h\left(\mathcal{C}^{-} \cup \mathcal{C}^{+}\right)$.

To prove (1.4) for $\tilde{\mathcal{C}}^{+}$, observe that given $\tilde{w} \in \tilde{\mathcal{C}}^{+}$and $1 \leq i \leq|w|$, there is $w \in \mathcal{C}^{+}$such that $\tilde{w}=\Theta(w)$, and in particular $\tilde{w}_{[1, i]}=\Theta\left(w_{[1, i+2 m]}\right) \in \Theta\left(\mathcal{C}^{+}\right)=\tilde{\mathcal{C}}^{+}$since $\mathcal{C}^{+}$satisfies (1.4). The proof for $\tilde{\mathcal{C}}^{-}$is similar.

Finally, every $\mathcal{G}\left(\tilde{\mathcal{C}}^{ \pm}, M\right)$ has specification in the sense of [[I*] given $\tilde{v} \in \mathcal{G}\left(\tilde{\mathcal{C}}^{ \pm}, M\right)$, let $v \in \mathcal{L}$ be such that $\tilde{v}=\Theta(v)$. Then $\tilde{v}_{[1, i]} \notin \tilde{\mathcal{C}}^{-}$for all $i>M$ implies that $v_{[1, j]} \notin \mathcal{C}^{-}$for all $j>M+2 m$, and we similarly deduce that $v_{[i,|v|]} \notin \mathcal{C}^{+}$for $i \leq|v|-M-2 m$, hence $v \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M+2 m\right)$.

Now given $\tilde{v}, \tilde{w} \in \mathcal{G}\left(\tilde{\mathcal{C}}^{ \pm}, M\right)$, there are $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M+2 m\right)$ with $\Theta(v)=\tilde{v}$ and $\Theta(w)=$ $\tilde{w}$. By [ $\left.\mathbf{I}^{*}\right]$ for $\mathcal{C}^{ \pm}$there is $u \in \mathcal{L}$ such that $|u| \leq \tau(M+2 m)$ and vuw $\in \mathcal{L}$. Thus $\Theta(v u w)=$ $\tilde{v} \cdot \Theta\left(v_{(|v|-2 m,|v|]} u w_{[1,2 m]}\right) \cdot \tilde{w} \in \tilde{\mathcal{L}}$, so $\mathcal{G}\left(\tilde{\mathcal{C}}^{ \pm}, M\right)$ satisfies $\left[\mathbf{I}^{*}\right]$ with $\tilde{\tau}(M)=\tau(M+2 m)+2 m$.

Proof of Proposition 8.4. If $\mathcal{G}$ is periodic in the sense of Proposition 7.1, then $\mathcal{L}$ is periodic as well, since $\mathcal{L} w \mathcal{L} \cap \mathcal{G} \neq \emptyset$ for every $w \in \mathcal{L}$, so $X$ is a single periodic orbit. Thus if $X$ is not a single periodic orbit, Lemma 7.6 applies to give $h(\mathcal{G})>0$, hence $h(X)>0$.

If $\tilde{X}$ is a shift factor of $X$ with factor map $\Theta: \mathcal{L}_{n+2 m} \rightarrow \tilde{\mathcal{L}}_{n}$, then taking $\tilde{\mathcal{G}}=\Theta(\mathcal{G})$ we see that $\tilde{\mathcal{G}}$ has [II] indeed, given any $\tilde{v}, \tilde{w} \in \tilde{\mathcal{G}}$ we take $v, w \in \mathcal{G}$ such that $\Theta(v)=\tilde{v}$ and $\Theta(w)=\tilde{w}$, then there is $u \in \mathcal{L}_{\leq \tau}$ such that if $v^{\prime}, w^{\prime} \in \mathcal{G}$ have $v \in \mathcal{L} v^{\prime}$ and $w \in w^{\prime} \mathcal{L}$, then $v^{\prime} u w^{\prime} \in \mathcal{G}$. In particular, vuw $\in \mathcal{G}$, and $\Theta(v u w)=\tilde{v} \tilde{u} \tilde{w} \in \tilde{\mathcal{G}}$, where $|\tilde{u}| \leq \tau+2 m$. Now if $\tilde{v}^{\prime}, \tilde{w}^{\prime} \in \tilde{\mathcal{G}}$ have $\tilde{v} \in \tilde{\mathcal{L}} \tilde{v}^{\prime}$ and $\tilde{w} \in \tilde{w}^{\prime} \tilde{\mathcal{L}}$, then there are $v^{\prime}, w^{\prime}$ as above with $\Theta\left(v^{\prime}\right)=\tilde{v}^{\prime}$ and $\Theta\left(w^{\prime}\right)=\tilde{w}^{\prime}$, and thus $\tilde{v}^{\prime} \tilde{u} \tilde{w}^{\prime}=\Theta\left(v^{\prime} u w^{\prime}\right) \in \tilde{\mathcal{G}}$, so $\tilde{\mathcal{G}}$ has [I]

Moreover, given any $\tilde{w} \in \tilde{\mathcal{L}}$ we have $\tilde{w}=\Theta(w)$ for some $w \in \mathcal{L}$, and thus there are $u, v \in \mathcal{L}$ such that $u w v \in \mathcal{G}$, hence $\tilde{u} \tilde{w} \tilde{v}:=\Theta(u w v) \in \tilde{\mathcal{G}}$. We have shown that $\tilde{\mathcal{G}}$ satisfies $[\mathbf{I}]$ and has the property that $\tilde{\mathcal{L}} \tilde{\mathcal{L}} \tilde{\mathcal{L}} \cap \tilde{\mathcal{G}} \neq \emptyset$ for all $\tilde{w} \in \tilde{\mathcal{L}}$. It remains only to show that if $\operatorname{gcd}\left\{k \mid \operatorname{Per}_{k}(X) \neq \emptyset\right\}=1$, then $\tilde{X}$ is not a single non-trivial periodic orbit. For this it suffices to observe that if $x \in \operatorname{Per}_{k}(X)$, then $\sigma^{k}(x)=x$ and hence $\tilde{\sigma}^{k}(\Theta(x))=\Theta\left(\sigma^{k}(x)\right)=$ $\Theta(x)$, hence $\Theta(x)$ is periodic with period a factor of $k$. If $\tilde{X}$ is a single periodic orbit with least period $p$, then $p$ divides $k$ whenever $\operatorname{Per}_{k}(X) \neq \emptyset$, and hence $p=1$.
8.5. Proof of claim in §2.1; $\Delta_{a}[\Phi]>0$ iff (2.13). The definition of strong positive recurrence in Sar01 involves positivity of a certain discriminant $\Delta_{a}[\Phi]$. More precisely, one defines the induced pressure function $\gamma(p):=P_{G}(\overline{\Phi+p})$ for $p \in \mathbb{R}$; this function can take finite or infinite values, and we will not need to use its definition, only its properties as proved in Sar01]. Writing $p_{a}^{*}[\Phi]=\sup \{p \mid \gamma(p)<\infty\}$, the discriminant is $\Delta_{a}[\Phi]=$ $\sup \left\{\gamma(p) \mid p<p_{a}^{*}[\Phi]\right\}$. By [Sar01, Proposition 3], the function $\gamma(p)$ is continuous and strictly increasing on $\left(-\infty, p_{a}^{*}[\Phi]\right]$. We show that $\Delta_{a}[\Phi]>0$ iff (2.13) holds. By [Sar01, (2),(4),(6)], we have $\Delta_{a}[\Phi]=\gamma\left(p_{a}^{*}[\Phi]\right)$ and

$$
p_{a}^{*}[\Phi]=-\varlimsup \frac{1}{\operatorname{lom}} \frac{1}{n} \log Z_{n}^{*}(\Phi, a), \quad P_{G}(\Phi)= \begin{cases}-p(\Phi) & \Delta_{a}[\Phi] \geq 0  \tag{8.8}\\ -p_{a}^{*}[\Phi] & \Delta_{a}[\Phi]<0\end{cases}
$$

where $p(\Phi)$ is the unique solution of $\gamma(p)=0$, which exists iff $\Delta_{a}[\Phi] \geq 0$.
Now if $\Delta_{a}[\Phi]<0$, then (8.8) shows that $P_{G}(\Phi)=\varlimsup \overline{\lim } \frac{1}{n} Z_{n}^{*}(\Phi, a)$, so that (2.13) fails. It remains to consider the case when $\Delta_{a}[\Phi] \geq 0$, so the two sides of (2.13) are given by $-p_{a}^{*}[\Phi]$ and $-p(\Phi)$, where $\gamma(p(\Phi))=0$ and $\gamma\left(p_{a}^{*}[\Phi]\right)=\Delta_{a}[\Phi]$. Since $\gamma(p)$ is strictly increasing in $p$, it follows that $\Delta_{a}[\Phi]>0$ iff $p(\Phi)<p_{a}^{*}[\Phi]$, which is equivalent to (2.13).
8.6. Proof of Lemma 2.1, Given $\psi_{1} \in \mathcal{B}_{1}$, define a family of continuous linear maps $\left\{K_{i}^{\psi_{1}}: \mathcal{B}_{2} \rightarrow \mathbb{R}\right\}_{i \in I}$ by $K_{i}^{\psi_{1}}\left(\psi_{2}\right)=F_{n}\left(\psi_{1}, \psi_{2}\right) \Delta(i)^{-1}$. Then for every $i \in I$ we have $\left|K_{i}^{\psi_{1}}\left(\psi_{2}\right)\right| \leq K\left(\psi_{1}, \psi_{2}\right)$, so the family $\left\{K_{i}^{\psi_{1}}\right\}_{i \in I}$ is pointwise bounded. By the uniform boundedness principle, $C_{0}\left(\psi_{1}\right):=\sup _{i \in I}\left\|K_{i}^{\psi_{1}}\right\|<\infty$. Now we define a family of continuous linear maps $\left\{K_{i, \psi_{2}}^{\prime}: \mathcal{B}_{1} \rightarrow \mathbb{R}\right\}_{i \in I, \psi_{2} \in \mathcal{B}_{2}}$ by $K_{i, \psi_{2}}^{\prime}\left(\psi_{1}\right)=F_{n}\left(\psi_{1}, \psi_{2}\right) \Delta(i)^{-1}\left\|\psi_{2}\right\|_{2}^{-1}$. For each $i$ and $\psi_{2}$ we have $\left|K_{i, \psi_{2}}^{\prime}\left(\psi_{1}\right)\right|=\left|K_{i}^{\psi_{1}}\left(\psi_{2}\right)\right| /\left\|\psi_{2}\right\|_{2} \leq\left\|K_{i}^{\psi_{1}}\right\| \leq C_{0}\left(\psi_{1}\right)$, so the family $\left\{K_{i, \psi_{2}}^{\prime}\right\}_{i \in I, \psi_{2} \in \mathcal{B}_{2}}$ is pointwise bounded. Applying the uniform boundedness principle again gives $C:=\sup _{i \in I, \psi_{2} \in \mathcal{B}_{2}}\left\|K_{i, \psi_{2}}^{\prime}\right\|<\infty$, and thus for all $\psi_{1} \in \mathcal{B}_{1}, \psi_{2} \in \mathcal{B}_{2}$, and $i \in I$, we have

$$
\left|F_{i}\left(\psi_{1}, \psi_{2}\right)\right|=\left|K_{i, \psi_{2}}^{\prime}\left(\psi_{1}\right)\right|\left\|\psi_{2}\right\|_{2} \Delta(i) \leq\left\|K_{i, \psi_{2}}^{\prime}\right\|\left\|\psi_{1}\right\|_{1}\left\|\psi_{2}\right\|_{2} \Delta(i) \leq C\left\|\psi_{1}\right\|_{1}\left\|\psi_{2}\right\|_{2} \Delta(i) .
$$

8.7. Proof of claims in Remark 3.2, Suppose $\mathcal{F} \subset \mathcal{L}(X)$ satisfies [[्[ $\left.{ }_{0}\right]$, Let $B=\left\{w_{1} \mid\right.$ $w \in \mathcal{F}\}$ and $C=\left\{w_{|w|} \mid w \in \mathcal{F}\right\}$. Then by $\left[\mathbf{I}_{0}\right]$ we have $c \rightarrow b$ for every $c \in C$ and $b \in B$. Since each $a \in A$ has exactly two followers (two choices of $b$ such that $a \rightarrow b$ ) and no two choices of $a$ have the same set of two followers, one of $B, C$ must be a singleton, call it $\{a\}$. Then every word in $\mathcal{F}$ either starts or ends with $a$. Let $\mathcal{D}:=\left\{w \in \mathcal{L} \mid w_{j} \neq a\right.$ for all $1 \leq$ $j \leq|w|\}$. Then for any choice of $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\mathrm{s}}$ and any $w \in \mathcal{D}$, we have either $w \in \mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}$, or $w=u^{p} v u^{s}$ for some $u^{p} \in \mathcal{E}^{s}, v \in \mathcal{F}$, and $u^{s} \in \mathcal{E}^{\mathrm{s}} ; v$ must be the empty word since $w$ does not contain the symbol $a$, so $\mathcal{D} \subset\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right) \cup \mathcal{E}^{\mathrm{p}} \mathcal{E}^{\mathrm{s}}$, and by Lemma 4.4 we get

$$
h(\mathcal{D}) \leq \max \left\{h\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), h\left(\mathcal{E}^{\mathrm{p}}\right), h\left(\mathcal{E}^{\mathrm{s}}\right)\right\} \leq h(\mathcal{E})
$$

where $\mathcal{E}=I \cup \mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right)$. Each state has two followers, so there are always two choices for the next symbol, giving $\# \mathcal{L}_{n}=k 2^{n-1}$ and $h(X)=\log 2$. We estimate $h(\mathcal{D})$ : given $u \in\{1,2\}^{n}$, define $\pi(u) \in \mathcal{D}_{n+1}$ by $\pi(u)_{1}=a+1$ (working mod $k$ throughout) and $\pi(u)_{i+1}=\pi(u)_{i}+u_{i}$ unless the right-hand side is $a$, in which case we set $\pi(u)_{i+1}$ to be whichver of $a \pm 1$ is legal. Given $u, v \in\{1,2\}^{n}$, we have $\pi(u)=\pi(v)$ if and only if $u_{i}=v_{i}$ for all $i$ such that $\pi(u)_{i} \notin\{a-2, a-1\}$, and since $\pi(u)_{i} \in\{a-2, a-1\}$ occurs at most twice in each $k / 2$ consecutive values of $i$, every $w \in \mathcal{D}_{n+1}$ has $\# \pi^{-1}(w) \leq 2^{2 \frac{n}{k / 2}}$. Thus $\# \mathcal{D}_{n+1} \geq 2^{n} 2^{-4 n / k}$, giving $h(\mathcal{E}) \geq h(\mathcal{D}) \geq\left(1-\frac{4}{k}\right) \log 2$.

## Appendix A. List of conditions

For ease of reference, we list here the various versions of $[\mathbf{I I}],[$ III $],[$ III $]$ that appear throughout the paper. First we list variants of $[\mathbf{I}]$, which all give a specification property.
[I] There is $\tau \in \mathbb{N}$ such that for all $v, w \in \mathcal{G}$, there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that $v^{\prime} u w^{\prime} \in \mathcal{G}$ whenever $v^{\prime} \in \mathcal{G}$ is a suffix of $v$ and $w^{\prime} \in \mathcal{G}$ is a prefix of $w$,
[ $\left.\mathbf{I}^{\prime}\right]$ There is $\tau \in \mathbb{N}$ such that for all $v, w \in \mathcal{G}$, there is $u \in \mathcal{L}$ with $|u|=\tau$ such that $v^{\prime} u w^{\prime} \in \mathcal{G}$ whenever $v^{\prime} \in \mathcal{G}$ is a suffix of $v$ and $w^{\prime} \in \mathcal{G}$ is a prefix of $w$.
[ $\mathbf{I}_{0}$ ] Given any $v, w \in \mathcal{F}$ we have $v w \in \mathcal{F}$.
[ $\left.\mathbf{I}^{*}\right]$ For every $M \in \mathbb{N}$ there is $\tau=\tau(M)$ such that for all $v, w \in \mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ there is $u \in \mathcal{L}$ with $|u| \leq \tau$ such that $v u w \in \mathcal{L}$.
Observe that $\left[\mathbf{I}^{\prime}\right]$ is stronger than $[\mathbf{I}]$, and $\left[\mathbf{I}_{0}\right]$ is stronger than both of them. Theorem 3.1 is devoted to going from $[\mathbf{I}]$ to $\left[\mathbf{I}_{0}\right]$, without control on $\operatorname{gcd}\{|w| \mid w \in \mathcal{F}\} ;\left[\mathbf{I}^{\prime}\right]$ gives control of this gcd. Condition [[्⿱艹$\left.{ }^{*}\right]$ is used in Theorem 1.4, $\mathcal{G}\left(\mathcal{C}^{ \pm}, M\right)$ is defined in (1.3).

The variants of $[\mathbf{I I}]$ control the pressure of prefix and suffix collections.
[II] There are $\mathcal{C}^{\mathrm{p}}, \mathcal{C}^{\mathrm{s}} \subset \mathcal{L}$ such that $P\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G} \mathcal{C}^{\mathrm{s}}\right), \varphi\right)<P(\varphi)$.
$\left[\mathbf{I I}^{\prime}\right] P(I, \varphi)<P(\varphi)$, and there are $\mathcal{E}^{\mathrm{p}}, \mathcal{E}^{\mathrm{s}} \subset \mathcal{L}$ with $P\left(\mathcal{E}^{\mathrm{p}} \cup \mathcal{E}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{E}^{\mathrm{p}} \mathcal{F} \mathcal{E}^{\mathrm{s}}\right), \varphi\right)<P(\varphi)$.
Observe that $\left[\mathbf{I I}^{\prime}\right]$ is stronger than [II]], since it imposes a condition on the set of generators $I=\mathcal{F} \backslash \mathcal{F F}$ in addition to the collection $\mathcal{F}=I^{*}$. Note that [[II'] only makes sense for collections satisfying $\left[\mathbf{I}_{0}\right]$ so that we can talk about a 'set of generators'.

The variants of $[\mathbf{I I I I}]$ impose conditions on how $\mathcal{G}$ behaves under intersections and unions. We start with two equivalent formulations of [III]], then list other related conditions.
[III] There is $L \in \mathbb{N}$ such that if $u, v, w \in \mathcal{L}$ have $|v| \geq L$, uvw $\in \mathcal{L}, u v, v w \in \mathcal{G}$, then $v, u v w \in \mathcal{G}$.
[III] There is $L \in \mathbb{N}$ such that if $x \in X$ and $i \leq j \leq k \leq \ell \in \mathbb{Z}$ are such that $k-j \geq L$ and $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{G}$, then $x_{[j, k)}, x_{[i, \ell)} \in \mathcal{G}$.
[III*] If $x \in X$ and $i \leq j \leq k \leq \ell$ are such that $x_{[i, k)}, x_{[j, \ell)} \in \mathcal{F}$, and there are $a<j$ and $b>k$ such that $x_{[a, j)}, x_{[k, b)} \in \mathcal{F}$, then $x_{[j, k)} \in \mathcal{F}$.
$\left[\mathbf{I I I}_{\mathrm{a}}\right]$ There is $L$ such that if $u v, v w \in \mathcal{G},|v| \geq L$, and $u v w \in \mathcal{L}$, then $v \in \mathcal{G}$.
[ $\mathbf{I I I}_{\mathrm{b}}$ ] There is $L$ such that if $u v, v w \in \mathcal{G},|v| \geq L$, and $x u v w \in \mathcal{G}$ for some $x \in \mathcal{L}$, then $u v w \in \mathcal{G}$.
Condition $\left[\mathbf{I I I}{ }^{*}\right]$ neither implies nor follows from $[\mathbf{I I I}]$ Conditions $\left[\mathbf{I I I}_{a}\right]$ and $\left[\mathbf{I I I}_{b}\right]$ both follow from [[III] , but do not imply it, because of the freedom in choosing $x$ in [[III $\left.{ }^{\mathrm{b}}\right]$. As seen in Theorem 3.1, these conditions are actually sufficient to prove the main result, which is important for the applications in (CP.
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[^1]:    ${ }^{1}$ There are many versions of specification in the literature; this definition is specialised for the symbolic setting and is slightly weaker than Bowen's original one.

[^2]:    ${ }^{2}$ The term "non-uniform specification" is to be understood informally; it is not clear whether these conditions imply the ones in CT12, CT13, or vice versa.
    ${ }^{3}$ This is in fact the unique equilibrium state, but the proof of uniqueness waits until Theorem 1.3
    ${ }^{4}$ For $\varphi=0$, this and (b) imply that $X$ and $\Sigma$ are $h$-isomorphic in the sense of Buz97].

[^3]:    ${ }^{5}$ It should be emphasised that although [I] $[\mathbf{I I I}]$ are similar in spirit to the conditions in CT12, and apply to all the examples studied so far using those conditions, there does not appear to be a logical relationship between the two sets of conditions in the sense of one implying the other.

[^4]:    ${ }^{6}$ Proposition 1 of Buz97] only states that such $f$ are topologically mixing, but the proof in Buz97, §5.1, Lemma 5] gives topological exactness.

[^5]:    ${ }^{7}$ A similar but distinct quantity was defined in CT14.
    ${ }^{8}$ Compare Theorem 1.11 to CT12, Corollary 2.3 and Theorem D]; the conclusions here are stronger, and the hypotheses have some similarities but are independent. Corollary 1.12 strengthens [CT12, Theorem A].
    ${ }^{9} \mathcal{G}$ need not satisfy [II] or [III] in particular, it need not be the collection from Theorem 1.4 .

[^6]:    ${ }^{10}$ The Hölder condition on the potential is with respect to the coding space，not the interval itself；Hölder on the interval is not enough，as the Manneville－Pomeau example shows．

[^7]:    ${ }^{11}$ Sarig's results hold for the broader class of locally Hölder continuous $\Phi$, for which there is $|\Phi|_{\beta}$ such that 2.10 holds for all $n \geq 1$, with no requirement on $n=0$; equivalently, with no requirement that $\Phi$ be bounded. All the potentials we deal with will be bounded.
    ${ }^{12}$ The definitions here are used by Sarig in the topologically mixing case $d=1$; since the shifts we use may have $d>1$ before we apply the spectral decomposition, we make these definitions more generally. See also $[\mathrm{BS} 03$ for the extension from transitivity to mixing.

[^8]:    ${ }^{13}$ We will use $Q_{1}, Q_{2}, \ldots$ to denote 'global constants' that are referred to throughout the paper. We will use $K$ or $C$ for 'local constants' that appear only within the proof of a given lemma or proposition, and are not used for more than one or two paragraphs.

[^9]:    ${ }^{14}$ When $\tau=0$, the gluing word $u$ is forced to be the empty word, and thus is independent of $v, w$.

[^10]:    ${ }^{15}$ We adopt the convention that $\mathcal{F}$ does not contain the empty word.
    ${ }^{16}$ Note that $\left[\mathbf{I I I}^{*}\right]$ has no requirement on $k-j$, while [III] does not ask for $a, b$, so neither of these conditions implies the other one.
    ${ }^{17}$ We will use $\left[\mathbf{I I I}_{\mathrm{a}}\right]$ repeatedly, while $\left[\mathbf{I I I}{ }_{b}\right]$ only appears once (see the footnote at the end of $\$ 7.2$.

[^11]:    ${ }^{18}$ If $\pi$ is $1-1$, this immediately implies the liftability condition $\mu=\pi_{*} \nu$ by taking $\nu:=\left(\pi^{-1}\right)_{*} \mu$. Without injectivity the situation is more delicate.
    ${ }^{19}$ This differs from the rest of the statements in the theorem in that it is simply a special case of a standard result on finite-to-one measurable factor maps; see Lemma 5.18 .

[^12]:    ${ }^{20}$ In fact we will eventually prove $a$ posteriori that the equilibrium state is unique, but this must wait until Theorem 3.9

[^13]:    ${ }^{21}$ Injectivity on $\Sigma$ implies 1.2 , which in turn implies injectivity on $\operatorname{Per}_{n}(\Sigma, a)$ for every $a, n$.
    ${ }^{22}$ In particular, $d=p$ if $\pi$ is injective on $\Sigma$.

[^14]:    ${ }^{23}$ This requires unique decipherability to guarantee that $u v w \notin \mathcal{A}_{n}^{k+1}$ for every $w \in\left(I^{*}\right)_{n-|u v|}$.

[^15]:    ${ }^{24}$ The result there is stated in the context of surface diffeomorphisms, but only uses the fact that $\mu$-a.e. point has at least one and at most finitely many preimages.

[^16]:    ${ }^{25}$ See also Sar15, Theorem 5.5]. Our assumptions here are stronger than Sarig's; in particular, we only consider $\Phi \in C_{\mathrm{h}}(\Sigma)$, which are required to be bounded above and below, while Sarig considers locally Hölder potentials that may be unbounded, and thus must restrict the supremum to measures satisfying $\int \Phi d \nu>-\infty$. In our setting there is no need to do this.

[^17]:    ${ }^{26}$ Note that this is not the same thing as defining $\mathcal{F}^{r, c, s}$ to be all words in $\mathcal{G}$ that are of the form $\operatorname{csxr}$, since we allow $s$ and $r$ to overlap.

[^18]:    ${ }^{27}$ This is the only place in the paper where we require the conclusion of $[\mathbf{I}]$ for $v^{\prime} \neq v$ and $w^{\prime} \neq w$; everywhere else, it would suffice to only require $v u w \in \mathcal{G}$ in $[\mathbf{I}]$

[^19]:    ${ }^{28}$ A very similar result is proved in CT12, Proposition 2.4]; see $\S 6.3$ there. Our hypotheses here are different; neither set of conditions implies the other.

[^20]:    ${ }^{29}$ Recall that $\xi, \gamma, \theta$ are provided by Lemmas 7.8, 7.9, and 7.10, respectively. Note that in Lemma $7.9, \gamma$ is independent of the choice of $M$.

[^21]:    ${ }^{30}$ This is the only place in the paper where we use [ $\mathbf{I I I}_{\mathrm{b}}$ ]

[^22]:    ${ }^{31}$ The factor of 2 in the top half comes since we allow $j_{b}^{\prime}=j_{b+1}$; to associate each such sequence to a strictly increasing sequence we can duplicate each of the numbers $0,1, \ldots, n$.

[^23]:    ${ }^{32}$ Strictly speaking, in 7.19 we could put $Q_{7}$ outside the fraction, and only multiply it by the term in the sum corresponding to $j=0$, but the looser estimate leads to less cumbersome bookkeeping and is sufficient for our purposes.

[^24]:    ${ }^{33}$ In fact, the estimates given here and earlier show that we can make $P\left(\mathcal{C}^{\mathrm{p}} \cup \mathcal{C}^{\mathrm{s}} \cup\left(\mathcal{L} \backslash \mathcal{C}^{\mathrm{p}} \mathcal{G C}{ }^{\mathrm{s}}\right), \varphi\right)$ as close to $P\left(\mathcal{C}^{+} \cup \mathcal{C}^{-}, \varphi\right)$ as we like by taking $M, N$ large.

