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A B S T R A C T   

Measuring single cell responses to the universe of chemicals (drugs, natural products, environmental toxicants 
etc.) is of paramount importance to human health as phenotypic variability in sensing stimuli is a hallmark of 
biology that is considered during high throughput screening. One of the ways to approach this problem is via 
high throughput, microscopy-based assays coupled with multi-dimensional single cell analysis methods. Here, we 
will summarize some of the efforts in this vast and growing field, focusing on phenotypic screens (e.g., Cell 
Painting), single cell analytics and quality control, with particular attention to environmental toxicology and 
drug screening. We will discuss advantages and limitations of high throughput assays with various end points and 
levels of complexity.   

1. Introduction 

The traditional and mostly successful scheme for high throughput 
screening (HTS) of compounds, drugs, and environmental toxicants has 
been to test large number of chemical moieties against disease-relevant, 
specific molecular targets, largely employing synthetic systems (i.e., 
purified targets, binding assays, engineered reporters etc.) without 
considering the cellular milieu and the complexity of the variation of 
responses at the single cell level. The molecular pathways in a cell form 
an intricate web of possible outputs to each natural or synthetic stim
ulus, integrated with positive and negative feedback circuits, metabolic, 
transcriptional, and epigenetic responses that are responsible for “cell 

states,” and is further complicated by the stochasticity of biochemical 
reactions. This high complexity of integrated pathways paved the road 
for developing more complex phenotypic screening, where changes in 
one or many cellular features become a measurable activity of a per
turbagen, which can be described via the collection of hundreds to 
thousands of descriptors per cell (and organelle). In a broad sense, 
perturbagen-induced phenotypic changes refer to any modification in 
the “cell state,” that can include cell morphology (e.g., shape, texture), 
cellular contents (e.g., protein, RNA), organelles, secretome, etc., and 
can be reproducibly measured, either in fixed samples or in live cells. 
The method of choice, by no means exclusive, that will be highlighted in 
this review is high throughput microscopy (HTM) coupled with image 
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analytics. For details on instrumentation and software platforms sup
porting these types of studies, we suggest consulting these reviews 
[1–5]. 

Imaging allows for the fastest, and often least expensive, single cell 
analysis with the added benefits of multiplexing and spatial/temporal 
information (i.e., inter-cellular relationships, organelle/intracellular 
organization). While it is challenging to use phenotypic screening to 
directly identify mechanisms of action (MOA) of any perturbagen, there 
have been several attempts to do so (e.g., [6–16]), with various degrees 
of success. Overall, orthogonal, non-imaging-based assays should be 
employed to directly address the perturbagen MOA following selection 
as an active hit in a high throughput (HT) phenotypic assay. 

Imaging and cell-based assays can be designed to report on multiple 
features simultaneously, which is a big advantage in terms of cost/ 
benefit in large screening campaigns; moreover, the target does not need 
to be known a priori, may not have available in vitro assays or specific 
reagents, or the phenotypic change may only be measured in a living 
cell. In this experimental arena, unbiased image-based phenotypic 
profiling allows the generation of single cell-based, multidimensional 
“barcoding” for each perturbation of interest, whether based in a genetic 
or pharmacologic context. 

2. Phenotypic heterogeneity and its use in high throughput 
screening 

Cell-to-cell variation is an important feature in all basic physiological 
processes, from cellular differentiation to organ development, but also 
for single cells to sense, respond and adapt to environmental cues in a 
non-homogenous pattern [17–19]. The consequence of cell-to-cell 
variation in responses is reflected, for example, on the fact that cells 
do not respond similarly to drug treatments (“fractional killing”, 
[20,21]), or that transcriptional responses are different at the cell- and 
allele-level (i.e., [22–25]). To further complicate matters, protein dy
namics at the individual cell level has been elegantly shown to affect 
drug responses [21]. 

Every biological system is intrinsically heterogenous (i.e., cell-to-cell 
variation, organism-to-organism variation) which complicates 
analyzing the responses to perturbagens. It is well accepted that samples 
from different patients, or even when collected from the same patient (i. 
e., two biopsies from two parts of the tumor), can have multiple phe
notypes (and genotypes) and respond differently to a treatment. 
Consequently, personalized medicine has gained significant appeal, 

despite the additional challenges it presents in identifying new drug 
regimens, small molecule inhibitors, and their combinations. Fortu
nately, the emergence of rapid and scalable HT microscopes coupled 
with artificial intelligence (AI)-driven image analytics is turning the 
concept of large-scale personalized medicine into reality. These ad
vancements hold immense promise and are poised to become the pre
dominant approach for conducting chemical and genetic screens in the 
future. This transformative technology will not only revolutionize 
medicine but also find applications in other domains, including envi
ronmental toxicology [3,26]. 

At the same time, even simple isogenic models (i.e., cancer cell lines) 
have a wide range of variation in every measurable parameter [27–33], 
a fact that is highlighted and readily quantified by imaging and analysis 
[34–36]. A recent outstanding review on single-cell techniques aimed at 
studying cell-to-cell variation can offer readers a comprehensive over
view of this topic [37]. 

Most HTS studies report data as averages of the measured end point 
metrics over the cell population, which has similarity to traditional 
methods like qPCR, Western blot, luciferase reporter assays etc., which 
are usually easier to interpret and visually represent. However, our 
group and others clearly showed that intracellular signaling, protein 
levels, metabolic responses, and modulation of gene expression are often 
not uniform across a cell population (Fig. 1); and, perhaps more 
intriguingly, imaging-based single cell analysis has been used to identify 
rare cell states or drug resistant subclones [7,15,22,30,32,38–40]. Due 
to the capability of HTM to capture thousands to millions of cells in a 
single run, in a reasonable time frame, the term “deep imaging” has been 
used to identify studies of rare cellular events or subpopulations that 
have biological significance that are usually missed by population 
averaging [40–43]. 

2.1. How to measure phenotypic heterogeneity 

All biochemical screening and most imaging-based approaches 
ignore phenotypic heterogeneity and assume that the distribution of the 
response to a perturbagen in a population is normally distributed across 
all measured features (e.g., it follows a Gaussian distribution). However, 
this assumption may not hold true for many biological responses, 
famously cell cycle analysis, as can be easily seen by flow cytometry and 
also replicated by DAPI staining and imaging [44,45]. It is quite com
mon to encounter multimodal and skewed distributions, particularly 
when considering on/off switches in cell signaling pathway 

Fig. 1. Phenotypic heterogeneity can be described as the combination of individual cell variation in its “cell state” which derives from differential gene transcription 
and protein expression, epigenetic landscape, intracellular pathways, metabolism etc. This intrinsic variability of the cellular state causes differential responses to 
perturbagens (i.e., drugs, environmental toxicants, metabolites). 
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[7,31,32,46–48]. Fig. 2 describes some of the metrics that have been 
used to measure phenotypic heterogeneity and that are discussed in 
more details next. Pioneering studies using image-based, single-cell 
analytics to query phenotypic heterogeneity were from the Altschuler 
group [7,47,49] where a panel of antibodies for selected pathways was 
used to extract dose–response effects of small molecules using single 
cell-derived distribution of features. They elected to use Kolmogorov- 
Smirnov non-parametric statistics as they recognized that cells in a 
well constitute a variable population due to being in different “states” (i. 
e., phase of cell cycle, for example), and that the feature distribution was 
not normal. Similar ideas followed in other studies where the goal was to 
identify subpopulation responses by using a Gaussian Mixture Model 
(GMM) after data dimensionality reduction by Principal Components 
Analysis (PCA) [47,48,50]. 

Another approach to measuring phenotypic heterogeneity and use it 
for quality control of HTS campaigns was used by Schurdak and Taylor 
[31,32,46]. They applied several quality control metrics to validate re
sponses on screening campaigns and applied them to describe single cell 
data heterogeneity after high content analysis. The chosen metrics were 
quadratic entropy (describing cell state diversity), Kolmogorov-Smirnov 
distance (a non-normality index for cellular subpopulations), and 
percent outliers (to identify the few cells that respond differently). Ul
timately the three indexes were combined into a decision tree that al
lows researchers to classify the cell population responses into 
homogeneous, micro- and macro-heterogeneity. 

More recently, we proposed an alternative method, corroborated 
also by other groups [45], that can be used for both quality control of 
single cell high content features and to characterize responses to per
turbagens by analyzing the full distribution of single cell data, and 
measuring the earth movers distance (EMD) between distributions [30]. 
Interestingly, in this estrogen receptor-based study, we demonstrated 
that the distribution of this central transcription factor within a cell 
population was reproducible across multiple biological experimental 
replicates (>30); indeed, this approach indicated that phenotypic het
erogeneity can be used as a stable metric for quality control of HT im
aging campaigns. Furthermore, we were able to identify hits which 
would be defined as having a single cell distribution that is distant from 
a reference distribution (i.e., DMSO control wells). We are currently 
expanding these observations to the multidimensional domain afforded 
to us by unbiased methods like Cell Painting [8,45,51,52]. 

3. High throughput microscopy assay development and 
applications 

HTM screening campaigns have been used in many research areas 
including infectious diseases [53], cancer [54], genetic diseases [55,56], 
environmental toxicology [57–59], QSAR [60,61], PROTACs [62], and 
others (reviewed in [3,63]). 

The primary objective of phenotypic, image-based perturbagen 
screening assays is to generate physiologically relevant and 

Fig. 2. Visual description of single cell-based metrics used to describe phenotypic heterogeneity of a cell population and its responses to perturbagens.  
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interpretable results. In the case of drug screening, these assays enable a 
more confident selection of high-quality hit compounds to further 
investigate. Furthermore, phenotypic assays demonstrate excellent 
reproducibility and sensitivity, making them valuable for analytical 
testing of various substances such as environmental toxicants, bacterial 
products, and supplements. To enhance the physiological accuracy of 
these assays, the utilization of tissue-mimetic models is preferred, as 
they can provide information that is closer to in vivo physiology. This 
approach, however, comes at the expense of higher reagent/labor costs 
and a reduced throughput. Nevertheless, efforts have been made in this 
direction, resulting in the development of complex 3D models, co
cultures, and engineered tissues and organs-on-a-chip, which will be 
discussed in Part 4. 

3.1. High throughput microscopy (HTM) workflow 

The typical workflow for medium- to large-scale HTM experiments 
includes the need for robotic liquid handling platforms (for cell plating, 
treatments/genetic modification, plate processing) and HTM, followed 
by the required computational/data storage resources for data handling 
and analysis (Fig. 3). 

Depending on assay needs and design, widefield or confocal HT 
microscopy can be considered, usually with reflection-based (for speed) 
and/or image-based (for uneven cultures/3D models) focusing to ac
quire 2D (single focal plane) or 3D (z-stack) information. The number of 
field of views (FOVs) and z planes to acquire will depend on speed re
quirements, the robustness of the phenotypes measured (i.e., if rare 
events or subpopulations need to be measured then a larger number of 
FOVs and replicates per condition will be needed), data analysis pipe
lines, and the availability of data storage. For imaging 3D structures 
(>~30 µm and <~300 µm in thickness), a spinning-disk HTM is often 
the preferred instrument as it allows speed through camera-based 
acquisition that is coupled with confocality to better capture informa
tion in the axial dimension. If a widefield instrument is used, the use of 
deconvolution algorithms should be considered to reduce the impact of 
out-of-focus light in images to be analyzed. 

One of the critical choices for these types of experiments is the op
tical spacing during acquisition (e.g., frequency of acquisition in the z 
dimension); however, this parameter can greatly increase the number of 
images acquired and may not be necessary depending upon the end 
point to be studied. To reduce the number of images and streamline 
analysis pipelines, the axial dimension can be collapsed into a 2D image 

by maximum intensity projection which is routinely sufficient for hit 
calling during HT screening campaigns. Obviously, by doing so, the 
captured spatial and structural cellular 3D information is lost. Moreover, 
maximum intensity projections skew the total intensity profile of the 
object as it only selects one intensity value per XY position, resulting in 
an underestimation of all intensity-based measurements. To optimally 
image large and dense structures, other steps might be needed, including 
refractive index matching, clearing, or expansion microscopy, all of 
which increase experimental workflow complexity, number of steps, and 
assay costs. Newer microscopy techniques offer the potential for 
enhanced speed and throughput in imaging large structures (e.g., light 
sheet, [64,65]). 

To make educated choices of all the parameters discussed above and 
assess the impact of each parameter on the metrics used to define per
turbagen responses, it is necessary to conduct multiple trial runs. 

The first step in high content assay design (Fig. 4) is to choose an 
available model that best-reflects the biological question(s) of the 
investigator and has the highest relevance; further, the assay must be 
amenable to imaging end points with practicality for scalability to ro
botic processing and large screening campaigns. 

The second step is to decide the experimental end point(s) and how 
to detect it/them. In general, several approaches can be considered: 1) 
use of dyes for specific organelles, structures, biological response (i.e., 
DAPI, annexin V, mitotracker etc. [51,66,67]), 2) use of mechanism- 
specific reagents (i.e., antibodies, FISH probes etc. [7,22,49,68]) or, 3) 
use an engineered model with biosensors or reporters (i.e., XFP-fused 
proteins, transcriptional reporters, FRET-based biosensors etc.). In 
many cases these methods can be combined, the number of parameters 
dependent upon the available imaging platforms, with 4–5 fluorescence 
channels being the norm. It is important to remember that reagent 
validation is paramount to the success/interpretation of HTM screens, 
especially if antibodies/probes are used, but also if XFP engineering is 
involved, as protein localization, functionality and dynamics can result 
in altered activities when compared to endogenous proteins [69–71]. 

The choice of the materials needed for the assay greatly influences 
the cost/well and labor time of the assay – for example, antibody-based 
multiplexed screens [49] or special techniques including single molecule 
RNA FISH [72], or DNA FISH (68) that are both markedly more 
expensive. 

Next, the proposed assay needs to be miniaturized to reduce cost/ 
well and to increase the real estate for screening small molecules in 
dose–response (and/or time), and/or genetic manipulations. Usually, in 

Fig. 3. Steps to consider for an efficient high throughput microscopy-based screen workflow.  
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an academic setting, the preferred formats are 96, 384 and 1536 
imaging-compatible well plates (either glass or optical plastic bottom, 
depending on the model studied). 

Some of the parameters that need to be optimized before starting a 
screening campaign include: cell density, volumes, plate-to-plate and in- 
plate variability, batch effects, time of treatment, treatment concentra
tion range (one vs. multiple), microscope type and imaging conditions, 
sample processing steps, analysis pipelines, required reagents and their 
available quantities, evaluation of toxicity parameters, and cell growth 
parameters for the duration of the assay. As one would expect, positive 
and negative controls for end point metrics of interest are required to 
accurately quantify the dynamic range of the assay and its 
reproducibility. 

For medium/large HT campaigns, the introduction of multiple pos
itive and negative control wells in different positions of each assay plate 
is necessary in order to avoid bias from edge effects and other non- 
biological variables, including robotic processing when staining/ 
immunolabeling protocols are employed, and non-optimal imaging pa
rameters [45,73]. Ideally, for each screening campaign there should be 
two sets of reproducibility controls: both technical and biological con
trols are essential. Each perturbation should be detectable in several 
wells per screening campaign to ensure reproducibility of the effect; this 
could be done using several wells on the same plate or by creating 
replica plates. Often the choice or the strategy and number of technical 

replicates depends on the strength and reproducibility of the expected 
effects, cost, robotics capabilities and other practical considerations. In 
terms of biological replicates, the choice also depends upon the strength 
and reproducibility of the positive control. 

The most traditional way to evaluate the performance/robustness of 
an assay, when only one end point/well is measured, is the Z prime score 
(Z’, [74]) that takes into account the dispersion of the negative and 
positive controls and their separation (i.e., dynamic range of response). 
However, for single cell analysis, subpopulation analysis, co-cultures, 
and 3D organoids, including multi-dimensional image analysis, this 
method is not well suited since biological variation is often too large to 
pass this classic quality control test (usually Z’>0.5 is needed for an 
assay to be usable in screening campaigns). For this reason, new metrics 
for quality control have been recently proposed. In particular, both our 
group and others have been exploring new avenues to use single cell 
data extracted from the images and feature distributions to define 
quality control metrics for HT campaigns based on phenotypic hetero
geneity [30–32,39,46]. 

To obtain comprehensive guidelines for assay development, the 
reader should refer to the excellent NIH-supported e-book on HTS [75]. 
This valuable resource covers a wide range of topics, including a newly 
added chapter dedicated to image-based screening [73]. Additionally, 
the reader can explore other extensive reviews that delve into various 
aspects of assay development [15,26,76,77]. 

Fig. 4. Main steps that require evaluation and validation to perform a successful high throughput microscopy screen.  
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After the primary screening campaign is completed and hits have 
been called, they will need to be validated through several potential 
follow-on approaches. For example, by acquiring a different commercial 
source of the hit chemical or a new synthesis batch when prepared in 
house, by performing extended dose-responses to calculate the EC50/ 
IC50 (half maximal effective concentration/inhibitory concentration) 
values, and, more importantly, use of an orthogonal assay that has a 
different method of detection as the imaging-based primary screen (e.g., 
luciferase reporter, qPCR for target genes, Western blot for protein 
levels, etc.); with the ultimate goal being comprehending the mecha
nism of action of the perturbagen before moving into more complex 
systems (i.e., HTM-compatible model organisms). 

4. Image analysis and data visualization 

Image analysis plays a critical role in extracting meaningful biolog
ical information from large number of images that typically encompass 
multiple structures spanning a wide range of scales. To handle the 
overwhelming volume of images acquired through HTM and assist bi
ologists in the interpretation of data, automated image analysis pipelines 
have been introduced to aid in the quantification and interpretation of 
thousands of images [4,5,78–82]. As several hundreds to thousands of 
numerical features can be extracted for each cell comprising a multi
plicity of feature types (e.g., intensity, shape, texture), the analysis, 
interpretation and visualization of these data requires the use of 
advanced image processing methods, including statistics, machine 
learning, AI etc. These strategies align with those employed by other 
multidimensional omics technologies like proteomics and 
transcriptomics. 

The fact that it is possible to extract a myriad of metrics per cell has 
evolved into the concept of “high content” analysis, dating back to the 
late 1990s [83], and is currently one of the most common ways to 
describe image-based multiparametric analysis. Automation is crucial at 
every step of the analysis to facilitate HTM screens. With thousands of 
wells and many thousands of cells to be analyzed, automating these 
processes becomes imperative to accomplish the task within a reason
able timeframe. 

A typical image analysis pipeline (Fig. 5) for morphological high 
content screening includes: (A) a preprocessing step to improve image 
quality and facilitate subsequent processing steps; (B) a segmentation 
routine to accurately/efficiently identify objects of interest (e.g., cells, 
nuclei, other cellular landmarks); (C) a quantitative feature extraction 
routine to collect information from segmented cellular structures; and 
(D), a feature selection and analysis routine that facilitates to identify 
the most relevant features followed by a final processing step of (E) 
phenotypic barcoding and hit calling. We will describe further below 
how each step may be carried out and review current state-of-the-art 
implementations, and their technical challenges. 

Preprocessing may include separate routines to correct for uneven 
illumination, eliminate out-of-focus FOVs, and flag and remove FOVs 
with evident artifacts etc. Numerous algorithms have been suggested for 
illumination correction of images in HTM [84]. Nevertheless, the sig
nificance of preprocessing has diminished in recent image processing 
pipelines compared to the past. This change can be attributed to the shift 
from pixel-based methods, which are highly sensitive to image intensity 
and contrast (e.g., intensity thresholding), to incorporating current 
image processing pipelines using learning-based methods that are 
considerably more resilient to image noise and contrast. 

Image segmentation has the goal to identify individual cells and other 
subcellular structures that may include nuclei, organelles, and more. 
This is often the most challenging processing step of image analysis as 
most biological samples offer extensive phenotypic variability (large 
variations in shape, size, and contrast), thus making accuracy a difficult 
problem to solve. The segmentation task can be further complicated by 
the projection of information occurring over multiple z-sections into a 
planar image, causing potential distortions. State-of-the-art methods for 

cell segmentation are based on deep convolutional neural networks 
(DCNNs) and provide results that are significantly more accurate and 
reliable than conventional algorithms based on morphological operators 
or variational methods. However, as for any learning-based approach, 
DCNNs require manually annotated datasets for training and their per
formance tends to decrease when applied to images that appear funda
mentally different from anything observed during training. Collectively, 
it is fortunate that advances in this active area of research and the 
increased availability of annotated biological image data sets from open- 
source repositories have made it possible to develop a new generation of 
deep learning cell segmentation algorithms, such as Cellpose [85], that 
includes large ensembles of diverse, pretrained models that can accu
rately segment a wide variety of cellular images. 

Feature extraction is applied at the single cell level to collect quan
titative information that can be used to reliably discriminate among 
different cell types and conditions. Collected features are numerical 

Fig. 5. Typical image and data analysis workflow.  
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values describing several cell characteristics, including fluorescence 
intensity, shape, geometry, and textural properties. To facilitate feature 
computation, several open source and freely available feature libraries 
have been created, such as pyradiomics [86], the libraries contained in 
scikit-image [87], and open CV [https://opencv.org/] repositories – each 
library containing several hundreds to over a thousand possible features. 
We would also like to mention the popular CellProfiler image analysis 
software [88] that includes a large library of size, shape, intensity, and 
texture features targeted to HT cell analysis. We remark as features are 
computed using the cellular and subcellular masks obtained from the 
segmentation stage, inaccurate segmentation can affect feature 
computation that can introduce significant errors. This observation 
highlights the importance of the segmentation step and identifies a 
major limitation during feature extraction e.g., its sensitivity to seg
mentation errors. We remark that feature normalization is also an 
important step of feature computation due to the need to compensate for 
plate-to-plate variations and to have all features at the same scale to 
simplify subsequent steps of analysis/visualization. The most common 
way to do so is to utilize the untreated control wells as the baseline; next, 
for each feature, to subtract the median and divide by the MAD (median 
absolute deviation) of the control wells [45,73,89]. 

Feature selection is designed to prune the features by selecting the 
most informative, those that are most effective at discriminating 
different cell types and conditions and are also more reproducible in 
separating diverse phenotypes. This task can be achieved through 
several data reduction methods, including covariance matrices, prin
cipal component analysis (PCA), and machine learning, when training 
data sets are available [45,49,73,79,90,91]. 

Feature normalization is also needed to compensate for plate-to-plate 
variations and to have them all in the same scale to simplify subsequent 
steps of analysis/visualization. This is most implemented utilizing un
treated control wells as baseline. Then, for each feature, the median can 
be subtracted and divided by the MAD (median absolute deviation) of 

the control wells. 
Phenotypic barcoding and hit calling. Following feature selection, all 

features are summarized as a “phenotypic barcode” for each well or cell 
so that the different perturbagens (chemical, genetic, etc.) can then be 
ranked in terms of their hit-calling activity. The most representative 
assay that exemplifies phenotypic barcoding is Cell Painting [8,51]. The 
Carpenter group provided a study comparing several phenotypic 
profiling methods that emphasized small molecule mechanisms of action 
[92]. Their approach included the mean taken over all scaled features 
[51], Kolmogorov-Smirnov statistic [7], support vector machine hy
perplanes [49], Gaussian mixture models, and factor analysis. An 
additional phenotypic barcoding idea is the Theta Comparative Cell 
Scoring (TCCS) method that was developed by the Carragher group 
[93,94] and applied to Cell Painting assays across multiple cell models. 
An interesting aspect of this method is that it can be used across omics 
platforms to integrate more information about the MOA of a specific 
perturbation. To quantify differences between profiles, several methods 
have been used that include the use of a similarity index [9], Mahala
nobis distance [12], Euclidean distance [6,62], grit score (https://gith 
ub.com/broadinstitute/grit-benchmark, [62]), hierarchical clustering 
etc. 

5. High throughput assay types applicable to phenotypic 
screening 

In this section, we present several examples of HT assays (Fig. 6) that 
have been conducted using imaging as an endpoint, with a particular 
emphasis on 3D models. At this juncture, not all these approaches have 
been employed for phenotypic analysis, but the trend to do so is evident 
and we anticipate they will gain greater prominence in the near future. 

Fig. 6. Overview of the types of assays that have been employed in high throughput microscopy.  
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5.1. Small molecule screens (investigational compounds, drugs, 
environmental toxicants) 

The most common way of performing an HTM screening campaign, 
similarly to other methodologies, is by treating the model system with 
various size libraries of chemical compounds from natural or synthetic 
sources (for examples see [6,12,55,56,58,95–101]), and measuring 
selected end points. While cell death and cell health are commonly used 
as endpoints, there is a growing recognition of the significance of 
phenotypic changes, including alterations in morphology and protein 
levels. These phenotypic changes provide more comprehensive insights 
into the mechanism of action of a perturbagen including potential off- 
target effects. 

The compound libraries available to screening centers vary in size 
from a few hundreds to a few million chemical moieties that are orga
nized in focused collections of specific target classes (i.e., kinases, epi
genetics, etc.), or aim for the largest chemical diversity. Also, libraries 
are available comprised of molecules that have been tested in humans 
(which speeds up then bench-to-bed side timeframe), or on completely 
developmental moieties to explore wider chemical spaces, including 
those that are of natural origin. 

Especially for phenotypic screening (i.e., Cell Painting or similar), 
where the readout is not necessarily linked to a single mechanism of 
action, it is useful to characterize the effects of small molecules by 
defining a quantitative “fingerprint” through the combination of the 
multidimensional descriptors obtained via image analysis. Examples of 
such attempts [7,8,102–106], link phenotypic changes to drug sensi
tivity and drug resistance. A powerful example can be found in [54], 
where the authors use an imaging-based phenotypic assay, labeling only 
DNA and actin, in order to profile>1200 compounds in twelve isogenic 
cell lines containing mutations in key oncogenic pathways. 

In HT screening campaigns, it is important to have detailed anno
tations of the library compounds to better-enable interpretation of re
sults used to predict mechanism of action of novel moieties [61,107], 
and ultimately to integrate results with other omics, notably tran
scriptomics. For example, identifying false positives upfront (i.e., toxic 
compounds, when this is not an assay end point) can help reduce the 
number, cost, and time of follow up experiments required to determine 
an unwanted mechanism of action. Interestingly, a new study from 

Dahlin et al., [66] approached the problem using a HT Cell Painting 
scheme to identify compounds with unwanted characteristics (i.e., toxic 
or causing cellular damage) that can be used as references in larger 
screens. 

5.2. Genetic screens (RNAi, CRISPR, ORF) 

Alternatives to small molecule testing are genetic screens using most 
commonly RNAi, CRISPRs or ORF overexpression. These types of ap
proaches allow for connecting the effects of modulating specific genes to 
cellular phenotypes of interest, either mechanistically or in an unbiased 
manner. 

HT RNAi screens have been used to dissect basic mechanisms of 
cellular responses, states and subcellular structures, including stress 
granules [108], nucleoli [109], Golgi [110], mitosis [111–113], endo
cytosis [114–116], DNA damage response and genome instability 
[117,118], autophagy and mitophagy [119,120], and others (i.e., 
[121,122]). 

As CRISPRs become a more-widespread tool, they will supplant RNAi 
screens as they have been shown to be able to have a higher hit rate and 
easier interpretability [123,124]. Moreover, RNAi relies on transfection 
methods that do not guarantee uniform down-regulation of the target in 
each cell and is prone to off-target effects; however, this can be some
what mitigated by the use of multiple RNAi probes targeting the same 
RNA, and also by analysis of single cell distributions of the assay end- 
points. 

CRISPR screens (Fig. 7) are performed using either arrayed (i.e., one 
gRNA/well) or pooled guide RNA (gRNA) libraries, where identity of the 
hits is discovered by sequencing sgRNA in situ, or following FACS sorting 
and sequencing. For readers interested in a more comprehensive review 
of recent methodologies in this space we suggest Lawson and Elf [125]. 

Some recent examples coupling CRISPR and imaging can be found in 
[126–128]. For experimental details, setup, and analysis of CRISPR high 
content screening, including specialized imaging-based screens, please 
consult Bock et al., 2022 (https://www.nature.com/articles/s4358 
6-021–00093-4). 

Arrayed gRNA libraries are especially advantageous when coupled 
with HTM as phenotypic changes, measured either by pathway specific 
reagents or in an unbiased manner through Cell Painting, can directly be 

Fig. 7. Comparison between two CRIPR-based screening modalities that have been combined by high throughput imaging.  
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related to the gRNA spotted in a specific well [77,128–130], however, 
they require a many more plates for each experiment thus increasing the 
relative cost/well. 

Novel methodologies have also been employed that link HT imaging 
with pooled gRNA libraries, for example through the use of microRaft 
arrays to isolate clones for sequencing and hit identification [131], or 
photoactivation/photoconversion of hit cells for subsequent FACS 
isolation and sequencing of sgRNAs [124,126,132]. 

More recently, Funk et al., [133] published a resource paper where 
the authors identified essential genes in HeLa cells that modulate cell 
phenotypes by screening > 20,000 sgRNAs against > 5,000 target genes, 
successfully combining a CRISPR pool screening with HTM, where cells 
were labeled to measure DNA content, DNA damage, actin, and 
microtubules. 

More complex imaging-based methods such as MERFISH, which 
couples multiple rounds of fluorescence in situ hybridization (FISH) to 
analyze specific barcodes by imaging, have also been performed in 
combination with CRISPR screens [134]. However, the scalability of 
such methods to HTS will require additional technological advances in 
order to become a cost effective and rapid tool for drug screening. 

5.3. Unbiased phenotypic screening and Cell Painting 

Unbiased analysis of changes in cellular phenotypes can be per
formed using methods similar to Cell Painting that use inexpensive dyes 
to label cellular structures [8,51,52]. This assay approach, or similar, 
with specific antibodies, have been used across many genetic modifi
cations and small molecule treatments, and is being heavily utilized in 
drug discovery, environmental toxicology, QSAR, functional annotation 
of libraries of compounds and more, both in academia and in industry. 
Suggested examples on how Cell Painting has been applied in screens are 
now abundant [13,57–59,61,135–142]. The widespread adoption of 
phenotypic screening via Cell Painting has been certified by the estab
lishment of the JUMP (Joint Undertaking in Morphological Profiling)- 
Cell Painting Consortium (https://jump-cellpainting.broadinstitute. 
org/) that brings together academia and industry to transform drug 
discovery by integrating HT imaging with emerging data mining tech
nologies. The consortium is rapidly making significant progress, with 
initial analysis stages and datasets being made accessible to the public 
[89]. These resources are expected to serve as valuable assets for sci
entists worldwide, providing an extensive repository of information and 
facilitating groundbreaking research in the field. 

Many variations of the canonical Cell Painting protocol have been 
proposed, notably using specific pathway/morphological antibodies [7] 
or dyes and combinations thereof. As an example, Way et al. [67] vali
dated a suite of HT “cell health” assays to analyze 70 cell status in
dicators used to interpret effects of perturbating basic cellular functions, 
including cell cycle, apoptosis, ROS, DNA damage etc. Similarly, 
Howarth et al., [143] used live cell dyes to monitor various cellular 
states (i.e., healthy, apoptotic, necrotic, etc.) followed by high content 
image analysis and classification of subpopulations. 

5.4. RNA and DNA fluorescence in situ hybridization (FISH) in HTM 
screening 

HTM screens using RNA or DNA FISH as end points are more com
plex and expensive as they require additional steps and reagents than 
classical assays, and are also difficult to automate (i.e., RNAse free re
agents, temperature shifts for incubation and washing, longer waiting 
times). Despite these challenges, there have been several attempts to 
improve the workflow and reagents used to perform such complex as
says in high throughput mode. For example, Safieddine et al. [144] 
developed HT-smFISH, a more cost-effective way to perform 96-well 
based screens for analysis of a limited number of target RNAs/ 
campaign. Interestingly, Dr Misteli’s group successfully developed pro
tocols for HT DNA FISH (hiFISH, (68,122)) and, more recently, for 

measuring splicing outcomes at endogenous genes using hybridization 
chain reaction (HiFENS, [145]). Our group has also contributed directly 
to this area by performing a small screen with epigenetic inhibitors that 
coupled estrogen receptor (ER) immunofluorescence with smFISH to a 
prototypical endogenous ER target gene (GREB1). This focused screen 
thus facilitated the discovery of a new cellular mechanism that controls 
the frequency of allelic activation of a hormone responsive gene [22]. 
Perhaps, more than being used in HT screening campaigns, these types 
of assays will provide a tool for pointed secondary screens and pertur
bagen mechanism of action evaluation. 

5.5. 3D model systems in HTM screens 

The field of drug discovery has recently witnessed a distinct shift 
towards evaluating chemical moieties and genetic modifications with 
increasingly complex and “physiological” models. This transition can be 
attributed to the continuous advancements in various technology do
mains, including HT imaging instruments, robotic handling systems, 
bioprinting techniques, biomaterials, and more. These developments 
have enabled researchers to explore and test compounds and genetic 
interventions within models that closely mimic physiological 
conditions. 

The goal of 3D cultures is to generate models that more closely re
sembles real organs/tissues/disease states versus the classical 2D models 
growing on plastic, combined with lower cost, higher speed, and 
reproducibility, as compared with animal models (reviewed in [146]), 
although still being more expensive than traditional 2D assays (Fig. 8). 
Moreover, combining HT 3D screening with patient derived tumor 
models is paving the way for drug discovery coupled with personalized 
medicine [147–150]. Using organotypic multicellular developmental or 
disease models allows for characterization of perturbagens on specific 
cellular subtypes, different stages of development/disease, different 
time scales, etc., depending upon the biological or therapeutic question 
of the investigators. It must be remarked that not all end points that are 
available from 2D cell models can be recapitulated in 3D using current 
technology, notably nuclear translocation, organelle analysis, vesicle 
trafficking, RNA/DNA FISH, and more. Additionally, protocols that are 
easy to automate and perform in 2D HT screens must go through 
extensive validation steps including washing steps, treatment regimes, 
fixation, staining and immunolabeling, antibody penetration etc. 

A standard assay upgrade is to grow canonical 2D cell models in 3D 
systems that more closely represent the in vivo growth and organization 
of the cells [151–157]; typically, this can be through either low 
attachment systems or embedding into extracellular matrixes (ECM). 

The choice of ECM is a critical decision to consider in screening 
campaigns as it greatly influences the behavior and drug responsiveness 
of the chosen cell models, and especially the cost/well (e.g., [158–160]). 
Both the composition of the ECM and the stiffness of the matrix can be 
used to mimic tissue specific effects that can change the effects of drug 
treatments/resistance [161–163]. 

Several methodologies have been developed and often adapted to HT 
microscopy for small and large chemical/genetic screens. Some of the 
major challenges are automation and reproducibility of 3D cultures 
(size, organization, different donors, lots of ECM etc.), and the added 
complexities associated with proper imaging of large 3D structure. It is 
worth noting that a key caveat to 3D assays can be lack of reproduc
ibility, which is also enhanced by the difficulty of obtaining enough 
material (i.e., primary samples, PDXs etc.) to perform the necessary 
replicates per condition. Further, as single cell analysis of a 3D structure 
is not yet mainstream, every spheroid is considered as one unit, greatly 
limiting the statistical power of the analysis (in comparison, 2D cell 
models analyze several thousand data points/condition at a single cell 
level). 

3D cultures can be formed and grown in a miniaturized format either 
in scaffold-free systems that rely on self-aggregation (i.e., hanging drops, 
low attachment plates, round/V bottom plates, magnetic levitation, etc.) 
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or encompassing a bio-compatible substrate, either of biological (i.e., 
collagen, Matrigel®, alginate, gelatin etc.), or synthetic (polyethylene 
glycol, hyaluronan acid, etc.) origin. 

For a comprehensive review on 3D culture methods, we refer the 
reader to [2,152,164]. An interesting technology that has been used in 
HTS involves magnetic levitation of cells that take-up non-toxic mag
netic nanoparticles in order to rapidly create 3D spheroids 
[147,165,166]. 

Advancements in automation, microfabrication, and imaging in
struments are paving the way for the expansion of imaging-based HTS to 
encompass more complex and clinically relevant model systems. These 
developments are bringing us closer to the realization of utilizing 
complex and realistic model systems in HTS applications. For example, 
Puls TJ et al. [167] developed a fully automated system to control ECM 
stiffness and build pancreatic cancer 3D spheroids for drug screening. 

As the size of the 3D spheroids/multicellular organoids is variable, 
there are numerous challenges linked to imaging and image analysis that 
are constantly under development [168]. Most often images (brightfield 
and/or fluorescence) are captured with either widefield or confocal 
HTM using only low magnification/low resolution objective lenses 
(from 2.5x to 10x) with a set of under-sampled z-stacks to save time and 
data storage. One of the challenges the field will face in the coming years 
will be achieving isotropic HT imaging with single-cell resolution in 3D 
due to the inherent density of typical 3D spheroids, along with the 
presence of necrotic centers. This issue hinders effective light penetra
tion and collection. Overcoming this challenge will necessitate the 
adaptation of alternative techniques (i.e., clearing ([169]) and light 
sheet [170] for example) to enable comprehensive phenotypic analysis 
in a true 3D context. 

The complexity of 3D models poses limitations in the type of features 
that can be currently computed and analyzed from each spheroid; the 
most commonly used are size and shape features extracted from 
brightfield images [150,171,172], or total fluorescence intensity from 
maximum intensity projections using dyes, antibodies, or engineered 
reporters [149,156,172–180] to measure cell health, apoptosis, or cell 
cycle. Some examples of translationally relevant 3D models that have 
been recently used in HT drug screening include prostate, colorectal, 
pancreatic, and other cancer types used in patient derived xenografts 
and primary tumor-derived cells [147–150,173,174], and also polycy
stic kidney disease models [181], cancer-stromal cell coculture [182], 
and patient derived glioma stem cells [175]. 

6. Future perspectives 

6.1. Integration across data types (data fusion) 

Integrating multi-level or multi-modal information content from 
several OMICs platforms and other data types (i.e., chemical structures) 
has the promise to enhance drug identification, testing and personalized 

medicine, and is rapidly evolving. The most common integrations have 
been between classical bulk population OMICs techniques (i.e., RNA- 
seq, proteomics, metabolomics), as it is more challenging to include 
single cell and imaging end points. As an example, Nassiri et al., [183] 
integrated the cellular morphological features with gene expression 
profiling performed by the LINCS project. More recently, a similar effort 
was performed by the Carpenter group integrating Cell Painting features 
with L1000 mRNA measurements clearly demonstrating complemen
tarity of the two approaches [142]. Interestingly, adding chemical 
structure to imaging and gene expression features increased prediction 
of compound activity by almost three fold, further highlighting how 
fusing multimodal data has the potential to reduce time and cost in drug 
discovery [184]. 

6.2. Live imaging and label free microscopy: Adding the 4th dimension 

Many of the experimental protocols described in this review can be 
adapted to live imaging, and indeed several have been performed on live 
cells. Additional complexities in performing live HT screens include 
phototoxicity, media evaporation, frequency and length of acquisition, 
data storage etc., all becoming important new factors to consider during 
experimental design and require extensive validation in pilot studies. 

However, for highly dynamic or transient processes, or to follow 
specific cells or subpopulations over time, live imaging-based screens 
are necessary [185]. The easiest and more cost-effective way of per
forming such experiments is to engineer cells to express markers of in
terest, or pathways using biosensors/activity reporters. A good example 
of phenotypic HT drug screening study with engineered cell lines can be 
found in [6], where the authors created 15 reporter cell lines with 
multiple fluorescent markers combination against actin, endosomes, 
DNA repair, Endoplasmic Reticulum, mitochondria, Golgi, microtu
bules, autophagosomes, NFkB signaling, and clathrin. Another good 
example is the development of Dye Drop, a HT, customizable and 
automatable protocol that combines live and fixed cell imaging end
points to enhance data content per screen [186]. 

Another solution that is constantly evolving in terms of throughput, 
instrumentation and software for single cell analysis and tracking, is to 
use quantitative label-free methods, most notably holo-tomography or 
quantitative phase imaging, which have very low to no phototoxicity, 
are in general much faster in acquisition and provide quantitative 
measurements at the single cell and organelle level by leveraging 
refractive index mapping [187–189]. An example of drug testing using 
label-free imaging can be found in [190]. 

6.3. Multi-cellular compartment models 

As technology improves, the ultimate goal is to produce models that 
more faithfully recapitulate organ/tumor environments used in HTS 
[191,192]. Here, the hope is of adding multi-cellular compartments (i.e., 

Fig. 8. Challenges in 3D models establishment, imaging, and analysis.  
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stromal, and immune cell co-cultures) with, for example, tissue-like 
organization and stiffness, maintenance of oxygen and nutrient gradi
ents to provide an optimal medium for drug discovery between 2D 
screen and animal studies. Even at the basic level of having two cell 
types in an assay, step of the experimental setup requires extensive 
validation, including cell type ratios and growth patterns, maintenance 
of the proper physiological responses etc. As with any 3D culture model, 
reproducibility will always be an issue. With bioprinting techniques 
becoming more and more popular, perhaps some of these hurdles will be 
mitigated by automation [193,194]. In addition, the new frontier in 
drug development is the generation and validation of organs-on-a-chip 
that have the potential to recapitulate in vitro most of the characteris
tics of in vivo models (for recent reviews on this topic see [195]). Due to 
cost, production, and complexity, it is unlikely that many of these sys
tems will become a HT modality for even small screens; however, they 
should prove to be an excellent resource with higher predictive value as 
compared to animal models during the drug development process. 

6.4. HTS and artificial intelligence 

The impact of deep learning and artificial intelligence on emerging 
applications in high content screening is significant [26,80]. As 
mentioned above, in addition to improving image segmentation and 
other image processing tasks, deep learning models have been proposed 
for super-resolution and cross-modality image transformations in fluo
rescence microscopy [196]. These models utilize generative adversarial 
networks (GANs) that learn critical features from training data to 
generate high-resolution images from low-resolution inputs. This 
approach has the potential of increasing the use of larger imaging fields 
to increase the number of captured objects, improve image resolution 
under poor illumination conditions, and reduce the required number of 
frames and illumination, thus limiting phototoxicity in live experiments. 
The application of GANs for morphological profiling is equally prom
ising. Generative methods can learn rich feature representations of cells 
and synthesize realistic images in 2D or 3D, enabling the exploration of 
morphological heterogeneity and variation in cells, and the evaluation 
of their mechanism-of-action classification performance [197]. 

Furthermore, deep learning enables the inference of relationships 
between visual phenotypes and chemical structures that can comple
ment or replace assay predictions in virtual screens. For example, Zapata 
et al. [198] trained a deep learning model on high content images and 
associated morphological profiles to identify molecules that induce 
desired morphological changes. Similarly, Hofmarcher et al. [199] 
developed an end-to-end deep neural network to directly predict assays 
from images, eliminating the need for complex cell segmentation and 
feature extraction. Their work demonstrated that convolutional neural 
networks (CNNs) operating on raw images outperformed traditional 
feature-based methods, showing improved prediction power and 
efficiency. 

However, a limitation of deep learning models is the lack of direct 
interpretation or biological meaning within the encoded feature maps, 
and during cell screening and profiling applications, it is crucial to 
interpret the patterns found in the data. Therefore, further research is 
necessary to develop deep learning architectures that are interpretable 
in a biological context. This includes the identification of positive and 
negative examples associated with a phenotype and the utilization of 
causal inference methods to understand the biological effects of 
interventions. 

Nevertheless, the emergence of deep learning and artificial intelli
gence has brought transformative advancements to high content 
screening, and further developments in these areas hold the potential for 
even more significant and rapid impact. 
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[143] A. Howarth, M. Schröder, R.C. Montenegro, D.H. Drewry, H. Sailem, V. Millar, 
S. Müller, D.V. Ebner, HighVia-A flexible live-cell high-content screening pipeline 
to assess cellular toxicity, SLAS Discov Adv Life Sci R D. 25 (7) (2020) 801–811. 

[144] A. Safieddine, E. Coleno, F. Lionneton, A.-M. Traboulsi, S. Salloum, C.- 
H. Lecellier, T. Gostan, V. Georget, C. Hassen-Khodja, A. Imbert, F. Mueller, 
T. Walter, M. Peter, E. Bertrand, HT-smFISH: a cost-effective and flexible 
workflow for high-throughput single-molecule RNA imaging, Nat. Protoc. 18 (1) 
(2023) 157–187. 

[145] A. Shilo, G. Pegoraro, T. Misteli, HiFENS: high-throughput FISH detection of 
endogenous pre-mRNA splicing isoforms, Nucleic Acids Res. 50 (22) (2022). 

[146] I. Lukonin, M. Zinner, P. Liberali, Organoids in image-based phenotypic chemical 
screens, Exp. Mol. Med. 53 (10) (2021) 1495–1502. 

[147] S. Hou, H. Tiriac, B.P. Sridharan, L. Scampavia, F. Madoux, J. Seldin, G.R. Souza, 
D. Watson, D. Tuveson, T.P. Spicer, Advanced Development of Primary Pancreatic 
Organoid Tumor Models for High-Throughput Phenotypic Drug Screening, SLAS 
Discov Adv Life Sci R D. 23 (6) (2018) 574–584. 

[148] K. Boehnke, P.W. Iversen, D. Schumacher, M.J. Lallena, R. Haro, J. Amat, 
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