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Abstract: Following the spectacular success of deep learning algorithms in image
restoration tasks, there is growing interest in exploring how to combine the practical
advantages of learning-based methods with the theoretical understanding that comes
from model-based approaches. This article reviews recent strategies proposed in
the literature that combine model- and learning-driven methods for problems in
image restoration including image inpainting, denoising and deblurring.
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1 Image Restoration

Image restoration aims to recover a degraded image 𝑥 in a Hilbert space ℋ (e.g.,
ℋ = 𝐿2(R2)) from the observation

𝑦 = 𝐴𝑥+ 𝜖, (1)

where 𝐴 is a linear operator between Hilbert spaces modeling the forward problem
and 𝜖 represents a noise term; in many problems, the noise term is modeled as
a zero-mean Gaussian component. Depending on the selection of the operator 𝐴

in (1), the image restoration problem reduces to one of the following cases.
– Denoising: 𝐴 = 𝐼, where 𝐼 is identity matrix.
– Deconvolution or deblurring: 𝐴𝑥 = ℎ * 𝑥, where ℎ is know or unknown blur

kernel and * denotes the operation of convolution. When ℎ is unknown, the
restoration problem is called blind deconvolution.

– Inpainting: 𝐴 = 𝑆 where 𝑆 is degradation operator that replace a set of pixels
by some values. For instance, 𝑆 can be such that 𝑆 = 0 for pixels in a compact
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set 𝐾 ⊂ R𝑛 and 𝑆 = 1 for pixels are not in 𝐾. If the set 𝐾 associated
the degradation operator is unknown, the restoration problem is called blind
inpainting. This problem is clearly more difficult than the non-blind image
inpainting task where the locations of the removed regions are known.

A variety of ideas and algorithms have been developed to tackle image restoration
tasks, including to classical methods from traditional signal processing such as
morphological operators, partial differential equations and Fourier analysis. Many
of these methods are well established and covered in classical signal processing
textbooks [18, 25]. Modern image processing techniques typically formulate the
problem of recovering 𝑥 from (1) as an ill-posed inverse problem, whose solution
require some form of regularization to constraint the solution space. In the language
of Bayesian estimation, a solution �̂� of (1) can be obtained by solving a Maximum
A Posteriori (MAP) problem

�̂� = argmax
𝑥

(log 𝑝(𝑦|𝑥) + log 𝑝(𝑥)) (2)

where log 𝑝(𝑦|𝑥) is the log-likelihood of the observation 𝑦 and log 𝑝(𝑥) is the prior
of 𝑥 which is independent of 𝑦. More explicitly, the solution (2) can be formulated
as the optimization problem

�̂� = argmin
𝑥

(︁
1

2
‖𝑦 −𝐴𝑥‖2 + 𝜆Φ(𝑥)

)︁
(3)

where the solution �̂� minimizes an energy functional composed of the fidelity term
1
2‖𝑦 −𝐴𝑥‖2 and the regularization term Φ(𝑥). The regularization parameter 𝜆 > 0

establishes a trade-off between the fidelity term that penalizes the distance between
the predicted data 𝐴𝑥 and the measured data 𝑦, and the regularization term that
enforces a desired property of the output. In practice, it may be challenging to
design a good regularizer Φ for use in (3); it must mimic the negative log signal-prior
while at the same time providing tractable optimization.

Generally, the methods proposed in the literature to solve (3) can be divided
into two main categories: model-based and learning-based methods, the latter ones
sometimes called model-free methods. Model-based methods aim to solve (3) directly
using some optimization scheme that often involves a computationally-intensive and
time-consuming iterative algorithm. One of the main advantage of these methods
is that they typically provide theoretical performance guarantees. Learning-based
method, on the other hand, are designed to learn the prior parameters through the
optimization of a loss function on a training set consisting of a list of degraded-
clean image pairs. Learning-based algorithms have revolutionized the field of signal
processing in recent years, producing state-of-the-art performance in terms of image
quality and computational efficiency. However, they usually require an extensive
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training procedure and a large number of training data to achieve competitive
performance. This may be impractical or impossible for some image restoration
tasks. For example, remote sensing and medical imaging applications may have
limited access to data due to cost, physical constraints, or privacy issues. Another
drawback of learning-based algorithms is that, unlike model-based methods, they
usually lack a performance guarantee; that is, it is not possible to state under what
conditions the algorithm is guaranteed to converge to a solution. This limitation can
be a significant disadvantage for applications that require reliable and consistent
results.

Considering these challenges, there is growing interest in exploring how to
combine the practical advantages of learning-based methods with the theoretical
understanding that comes from model-based approaches [55]. In this article, we
focus specifically on the effort made in the literature for combining model- and
drive-based methods for the task of image restoration.

Among such hybrid methods, perhaps the most straightforward approach is to
transform the iterative algorithm used to solve the optimization problem (3) into
a neural network (NN) by taking advantage of the compositionality property of
NNs, that is, the ability to define functions by composition. As a result, there is
relatively simple procedure to implement virtually any iterative algorithms using a
NN through an operation of unrolling or unfolding. This leads to a class of methods
called Algorithm Unrolling that we discuss in Sec. 2.

Another approach consists in exploiting the variable splitting approach that
can be used to solve (3) in order to ‘plug-in’ a NN trained as a denoiser in place of
the proximal map of the regularizer Φ. This idea leads to another class of powerful
algorithms, called Plug-and-Play methods, where a deep learning denoising prior is
combined with a model-based optimization methods to solve the image restoration
problem. These methods, that we call Plug-and-Play networks, are described in
Sec. 3

Yet another approach consists in taking advantage of the expressive power
of NNs while at the same time imposing a structural constraint based on model-
driven principles such as, for instance, a sparsity-based condition applied to the
learned filter. This approach has the effect of reducing the parameter space of a
NN, hence lowering the requirement for training data, while at the same improving
interpretability. This class of methods is discussed in Sec. 4.

The investigation of algorithms of image restoration from the integration
of model- and learning-based principles is currently an extremely active filed of
research. While this article reviews the key advancements in this exciting domain,
it makes no claim of being exhaustive as novel ideas and methods continue to
emerge in the literature.
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2 Deep Unrolling

Several successful iterative algorithms were proposed in the literature to solve (3)
including the popular Iterative Shrinkage-Thresholding Algorithm (ISTA) [12], its
fast version called Fast Iterative Shrinkage/Thresholding Algorithm (FISTA) [3],
the Alternating Direction Method of Multipliers (ADMM) [5], the Half Quadratic
Splitting (HQS) [17] and K-SVD [14] algorithms. While they are generally well
understood and provide theoretical performance guarantees, they typically re-
quire many iterations to converge and can be computationally intensive and
time-consuming.

Algorithm unrolling (or unfolding) was introduced by a seminal work of Gregor
and LeCun [19] to speed up the convergence of such iterative algorithms by
connecting them to multilayered NN architectures. In brief, algorithm unrolling
consists in representing each iteration of the algorithm step as one layer of a NN.
Concatenating these layers forms a deep NN so that feed-forward through the
network is equivalent to running the iterative algorithm a finite number of times.
The algorithm parameters such as the model and regularizazion parameters are
transferred to the network parameters where they are learned by training the
NN from real world training data. Hence, the trained NN can be interpreted as
a parameter optimized algorithm. Since unrolled networks inherit the structure
of a prior algorithm, they are highly parameter efficient and usually require less
training data than generic NNs.

In recent years, several unrolled networks were introduced to provide un-
rolled versions of the most popular iterative algorithms for image restoration,
including ADMM-CSNet [68], Learned Iterative Shrinkage/Thresholding Algorithm
(LISTA) [19] and Deep K-SVD [52] into deep learning architecture. Such methods
are often described ad deep unrolling or deep unfolding.

For illustration purpose, let us consider the classical sparse reconstruction
problem

x̂ = arg min
x∈R𝑚

1

2
‖y −Wx‖22 + 𝜆‖x‖1 (4)

where we want to recover a sparse vector x ∈ R𝑚 given an input vector y ∈ R𝑛

and an overcomplete dictionary W ∈ R𝑛×𝑚, with 𝑚 > 𝑛. The ISTA algorithm
solves (4) by performing the iterative computation:

x𝑘+1 = 𝒮𝜆

{︂(︂
I− 1

𝜇
W𝑇W

)︂
x𝑘 +

1

𝜇
W𝑇y

}︂
, 𝑘 = 0, 1, . . . ,𝐾. (5)

where I ∈ R𝑚×𝑚 is the identity matrix, 𝜇 is a parameter controlling the iterative
step size and 𝒮𝜆(·) is the soft-thresholding operator given by

𝒮𝜆(x) = sign(x) ·max{|x| − 𝜆, 0}, x ∈ R𝑚
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To derive the unrolled network, we substitute parameters in (5) by

W𝑡 = I− 1

𝜇
W𝑇W, W𝑒 =

1

𝜇
W𝑇

so that we can re-write (5) as an affine transformation followed by soft-thresholding

x𝑘+1 = 𝒮𝜆𝑘
(W𝑘

𝑡 x
𝑘 +W𝑘

𝑒y), 𝑘 = 0, 1, . . . ,𝐾. (6)

Note that, in the expression above, we allow the parameters 𝜃𝑘 = (W𝑘
𝑡 ,W

𝑘
𝑒 , 𝜆

𝑘)

to change at each iteration 𝑘, in contrast to the original iterative algorithm (4)
where the iterative operator is predefined and unchanged during iteration. The
expression (6) shows that each step of iteration (5) can be regarded as a single
layer of a neural network. This is illustrated in Figure 1 where the 𝑘-th layer carries
out the transformation x𝑘+1 = H(x𝑘; 𝜃𝑘) and H(x𝑘; 𝜃𝑘) can be identified with the
right hand side of (6).

…… ……

+

:

Fig. 1: General workflow of algorithm unrolling.

Hence, algorithm unrolling unrolls the iterations into a feed-forward NN where
the network parameters are learned by an end-to-end approach. Namely, feeding an
input y𝑖 ∈ R𝑛, we generate an output x̃𝐾(y𝑖; ), which is the output of the 𝐾-th
layer; we next compare it to the the ground truth data x𝑖 ∈ R𝑛, 𝑖 = 1, 2, . . . , 𝑁 so
that we can learn the parameters 𝜃𝑘 = (W𝑘

𝑡 , W𝑘
𝑒 , 𝜆𝑘), 𝑘 = 0, . . . ,𝐾, by minimizing

the loss function:

ℓ
(︁
𝜃𝑘, 𝑘 = 0, . . . ,𝐾

)︁
=

1

𝑁

𝑁∑︁
𝑖=1

⃦⃦⃦
x̃𝐾(y𝑖; 𝜃𝑘, 𝑘 = 0, . . . ,𝐾)− x𝑖

⃦⃦⃦2
2
.

The NN can be trained through loss minimization using standard gradient-based
learning techniques such as stochastic gradient descent. It has been shown that,
using the algorithm unroling strategy, the number of iterations required for the
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algorithm to converge can be significantly reduced going from hundreds of iterations
to tens of iterations [35].

Tab. 1: Summary of recent unrolling algorithms applied to image restoration.

Domain Reference Unrolled Algorithm Year

Image denoising Vu et al [61] graph total variation (GTV) 2021
Image denoising Scetbon et al [52] ISTA for K-SVD 2021
Image denoising & demosaicking Lecouat et al [31] ISTA for CSC 2020
Image denoising & deblocking Zhang et al [73] restoration dynamics as RNN 2021

Image inpainting Aberdam et al [1] Fast ISTA 2021
Image inpainting Sreter et al [57] ISTA for CSC 2018
Image inpainting & denoising Wei et al [65] proximal gradient descent (PGD) 2022

Image debluring Schuler et [54] alternating minimization 2015
Image debluring Li et al [32] half quadratic splitting (HQS) 2019
Image debluring Bertocchi et al [4] proximal interior point 2020
Image debluring & denoising Mou et al [43] proximal gradient descent (PGD) 2022
Photon limited deblurring Sanghvi et al [51] plug-and-play 2022

2.1 Applications to image restoration

Due to its simplicity and computational power, algorithm unrolling has been very
popular since its introduction and was applied to multiple problems including image
restoration. The recent review by Monga et al. [42] provides an excellent review of
such applications and Table 2 lists several unrolling algorithms for image restoration
problems including problems of image denoising, inpainting and deblurring.

For instance, several authors proposed methods to combine sparse coding with
the LISTA algorithm to perform image denoising, including Simon et al. [56] and
Lecouat et al. [31] where self-similarity and sparsity principles were used as prior
within a trainable framework. Using a similar idea, Zhang et al. [73] implemented
a deep learning architecture imitating a nonlinear diffusion process for image
denosing, while Scetbon et al. [52] unrolled the K-SVD algorithm to a sequence of
differentiable layers for image denoising.

Several algorithm unrolling methods were also proposed for image deblurring.
We recall that many classical image deblurring algorithms rely on sparsity con-
straints or total variation regularization which lead to computational intensive
iterative numerical solutions [47, 46, 63]. Unrolled versions of such algorithms
were shown to provide significantly faster implementations with often superior
performance [54, 32, 43].
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For image inpainting, Aberdam et al. [1] recently proposed a version of the
LISTA algorithm, called Ada-LISTA, as an adaptive learned solver that combines
as input both the signal and its corresponding dictionary and was successfully
applied to the task of natural image inpainting.

We finally recall that algorithm unrolling was successfully applied to other
image processing applications falling outside the scope of this paper, such as image
super-resolution [64, 49, 11] and medical image reconstruction [75, 68].

3 Plug-and-Play Networks

The optimization problem (3) can be solved by variable splitting, where a new vari-
able 𝑧 is introduced to decouple the regularizion term associated with the function
Φ from the data fidelity term leading to the following constrained minimization
problem

(�̂�, 𝑧) = argmin
𝑥,𝑧

(︁
1

2
‖𝑦 −𝐴𝑥‖2 + 𝜆Φ(𝑧)

)︁
subject to 𝑥 = 𝑧. (7)

Equation (7) suggests an algorithmic solution that alternates between separately
estimating 𝑥 and 𝑧. For instance, using the classical ADDM algorithm, the right
hand side of equation (7) can be re-formulated as(︂

1

2
‖𝑦 −𝐴𝑥‖2 + 𝜆Φ(𝑧) +

1

2𝜂
‖𝑥− 𝑧 + 𝑢‖2 − 1

2𝜂
‖𝑢‖2

)︂
, (8)

where 𝜂 > 0 is a penalty parameter, and then solved by alternating the optimization
of 𝑥 and 𝑧 with gradient ascent of 𝑢. This leads to the iterative solution

𝑥𝑘+1 = prox𝑔(𝑧
𝑘 − 𝑢𝑘; 𝜂)

𝑧𝑘+1 = proxΦ(𝑥
𝑘+1 + 𝑢𝑘; 𝜂)

𝑢𝑘+1 = 𝑢𝑘 − (𝑥𝑘+1 − 𝑧𝑘+1)

(9)

where proxΦ(𝑤; 𝜂) = argmin𝑥

(︁
𝜆Φ(𝑥) + 1

2𝜂 ‖𝑥− 𝑤‖2
)︁

is the proximal map of Φ

and 𝑔(𝑥) = 1
2‖𝑦 −𝐴𝑥‖2.

The key observation behind the Plug-and-Play (PnP) approach is to interpret
the proximal mapping as a denoiser defined by a regularizer. Hence one can replace
the proximal mapping proxΦ in (9) by an off-the-shelf image denoising algorithm.
The original approach by Venkatakrishnan et al. [60] replaced the proximal map
with the popular Block-Matching and 3D Filtering (BM3D) denoising algorithm
[10]. Several other denoising algorithms, including most notably deep NN denoisers
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[40, 71], have been used as denosing prior and this approach was shown heuristically
to produce better image restoration results than the regularization-based approach.

The same idea originally proposed by Venkatakrishnan et al. [60] applies to other
variable splitting algorithms which deal with the fidelity term and regularization
term separately and where, in particular, the regularization term only corresponds
to a denoising subproblem. There is currently a whole family of PnP algorithms that,
starting from an appropriate variable splitting algorithms, replace the proximal
map with a denoising algorithm. In alternative to ADMM, other variable splitting
algorithms commonly used within the PnP scheme include HQS, FISTA and
primal-dual splitting (PDS) [7].

As observed in [13], the PnP approach “offers greater flexibility than the
variational approach. First, a potential variational characterization of the a denoiser
as proximal mapping might not be known. Second, and more importantly, any
proximal mapping is in particular the gradient of some functional which excludes
any denoiser that is not of gradient form. Hence PnP significantly extends the class
of variational image reconstruction.” The same paper also demonstrated that PnP
defines a stable and convergent regularization method.

3.1 Applications to image restoration

By exploiting the remarkable denoising power of deep learning architectures, PnP
algorithms with deep NN denoisers have been shown to provide impressive per-
formance in image restorations tasks including image denoising, inpainting and
deblurring. Table 2 lists several recent PnP algorithms with a deep NN denoiser
prior. The list includes the work of Zhang et al [71], the first method to propose a
PnP algorithm with a deep NN. The application of this approach to denoising, de-
blurring and superresolution was shown to be very competitive against model-based
methods like BM3D as well as simple deep learning schemes. The same authors later
released an improved version of the PnP algorithm for image deblurring [72] and
denoising [70]. Liu et al. [36] and Lai et al. [30] applied a similar idea to implement
a PnP algorithms with a deep NN denoiser prior for denoising and inpainting in
the contenxt of hyperspectral images. Tirer et al. [59], Li et al. [33] and Nair et
al. [44] developed PnPO algorithms with deep denoiser prior for problems of image
inpainting, where they reported state-of-the art results.
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Tab. 2: Summary of recent plug-and-play with DNN applied on image restoration.

Domain Reference Iterative algorithm Year

Image denoising Ryu et al [50] ADMM & FBS 2019
Image denoising Liu et al. [36] ADMM 2021
Image denoising & inpainting Lai et al. [30] ADMM 2022
Image denoising & debluring & SR Zhang et al [71] Half Quadratic Splitting (HQS) 2017
Image denoising & debluring & SR Zhang et al. [70] Half Quadratic Splitting (HQS) 2020

Image inpainting & denoising Tirer et al. [59] ADMM 2018
Image inpainting Li et al. [33] Split Bregman Iteration (SBI) 2019
Image inpainting & debluring & SR Fermanian et al [16] gradient of RED 2023

Image debluring Zhang et al [72] HQS 2019
Image debluring Nan et al [45] Variational EM 2020
Image debluring Kong et al [28] regularization by denoing HQS 2022

We finally recall that, similar to unrolling algorithms, PnP algorithms with deep
learning priors can be applied to a wide range of applications and were successfully
applied to other image processing applications falling outside the scope of this
paper, such as image super-resolution [20] and snapshot compressive imaging [69].

4 NNs with model-driven constraints

Another strategy for integrating model- and data-driven principles into algorithms
for image restoration is to use model-driven constraints into the design of a deep
NN.

The filters of a conventional NN are learned from data during training and this
process may require a large number of training data depending on the complexity
of the learning task. Clearly, using a clever initialization may useful to facilitate the
training process [23]. Nonetheless, learning the parameters of a deep NN typically
requires a large number of training data, where this number is dependent on the
number of learnable parameters of the NN.

Since images found in most applications include special structures which reduce
the intrinsic dimensionality of the problem at hand, several methods have been
proposed in the literature to bring physical or mathematical principles into the
design of deep learning algorithms employed for image analysis or processing
tasks. They include, for instance, methods to achieve invariance or covariance with
respect to rotation and other groups [9, 67, 66], methods that incorporate a notion
of multiscale to capture image features occurring at different scales [48, 15] as
well as methods that try to enhance directional sensitivity of the convolutional
filters of a CNN to improve their performance [24, 37]. Among such methods,



10 D. Labate and H. Zhao

Structured Receptive Field Networks (SRFN) [24] provide an especially flexible
approach for incorporating prior knowledge into the design of a CNN. The key
idea in this approach is to represent convolutional filters as linear combinations
from a pre-defined dictionary, so that only the coefficients of the representation
are learned during training. By choosing a dictionary that is well adapted to the
characteristics of natural images, it was shown that one can reduce the number of
learnable parameters of a CNN so that it can be trained on fewer data or require
fewer epochs.

While SRFNs were originally proposed to learn expressive feature represen-
tations in applications with limited training data, this idea was generalized and
refined by the Geometric-Biased CNN (GBCNN) construction that was introduced
by Schmallfuss et al. [53] for problems of blind image inpainting. The main novelties
of the GBCNN approach include the design of a special class of convolutional filters
targeted to problems of image analysis and the application of a sparsity constraint
during training.

Below, we discuss in more detail the construction of GBCNNs and its appli-
cation to problems of image restoration. In addition to reviewing the application
to image inpainting problems already presented in [53], we also present some new
applications to image denoising and deblurring.

4.1 Image restoration with GBCNNs

The GBCNN approach is motivated by the observation that sparsity-based methods
such as curvelets and shearlets are especially effective in representing images
due to their ability to capture edges and other critical features in images using
representation elements that are very sensitive to orientations and are defined
over multiple scales [29]. A Shearlet-based approach, in particular, was shown to
provide state-of-the-art performance in problems of image inpainting by combining
shearlets and ℓ1 regularization [26, 22]. Hence the GBCNN approach adapts the
SRFN main idea of expressing convolutional filters as a linear combinations from a
pre-defined dictionary to combine the sparsity-inducing properties of the shearlet
representation with the computational power of a CNN.

With respect SRFNs, the GBCNN approach introduces some novel ideas to
better tackle image restoration problems. First, to ensure full expressive power
at each layer of the NN, each convolutional filter 𝑊 is expressed as a linear
combination

𝑊 =

𝐿∑︁
𝑖=1

𝛼𝑖𝑃𝑖,
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where the basis elements 𝑃𝑖 of the representation are taken from a complete
dictionary 𝐷. Specifically, 𝐷 is a frame or a Parseval frame (a frame being an
overcomplete basis) consisting of of 𝑛× 𝑛 kernels, where 𝑛 can be any prescribed
size, e.g., 𝑛 = 3 or 𝑛 = 5. The frame condition was not enforced in the original
SRFN approach, where the dictionary is a set of discrete Gaussian filters inspired by
the theory of the scattering transform [6]. In contrast, the GBCNN design applies
a rigorous mathematical theory, along with efficient implementation, to design a
dictionary consisting of filters with compact support forming a frame or Parseval
frame [2]. This construction also endows the dictionary with additional desirable
geometric properties, such as directional sensitivity, that is very useful the capture
relevant image features. The second main contribution is a sparsity constraint
that reduces the number of learnable network parameters while at the same time
imposing a form of geometric bias in the filter selection that does not reduce the
overall expressive power of the network. We remark that, while pruning [41] - which
reduces of the number of kernels by eliminating nodes with small activation values -
also achieves a sort of sparsification, the sparsity-inducing technique of the GBCNN
is fundamentally different as it achieves reduction in the number of parameters
before training, rather than afterwards.

4.1.1 Convolutional filter design

The filter dictionary used by the GBCNN is built using the theory of compactly
supported directional framelets [2], a mathematical framework that provides an
algorithmic procedure to build families of compactly supported filters with desirable
mathematical properties, including the following:
– they form a frame or a Parseval frame (completeness);
– they produces discrete directional differentiation in all directions (directional

sensitivity);
– most filters have relatively few non-zero entries (fast computation).

Figure 2 illustrates the 5× 5 Parseval frame dictionary built from this approach
that is used in [53] for applications in image inpainting and referred to as he Sparse
Directional Parseval Frame (SDPF) dictionary. One hallmark of this dictionary is
that it comprises many elements with high directional sensitivity; this property is
critical for the efficient representation of edges in images, as shown by the theory of
shearlets [21]. Combining this dictionary with the sparsity constraint, the filters of
the GBCNN were shown to provide efficient representations of images dominated by
objects with boundaries and this was a major motivating factor for the application
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of this approach to image inpainting. We refer the interested reader to [53] for
additional detail about the construction of this dictionary.

Fig. 2: 5× 5 Sparse Directional Parseval Frame (SDPF) dictionary. Filters from top left to
bottom right: one low-pass filter; twelve first-order finite difference filters; twelve second-
order finite difference filters; 24 filters for the Parseval frame completion.

4.1.2 Network Architecture

While the GBCNN idea can be applied to virtually any network architecture,
similarly to the original work [53], here we consider a simple multilayer CNN adapted
from the Image Restoration CNN (IRCNN) from [8]. The IRCNN architecture is
illustrated in Fig. 3 and consists of three blocks, i.e., feature extraction, transform,
and image restoration, each one including convolutional layers. Namely, as shown in
Fig 3, the feature extraction block consists of 2 convolutional layers of 64 channels
each; the transform block is a single convolutional layer with 1× 1 convolutional
kernels; finally the image reconstruction block consists of 2 convolutional layers of
32 channels each.

To understand a fundamental difference of the GBCNN approach as compared
with the conventional IRCNN training, it is useful to examined the convolutional
filters learned by the two methods. Figure 4 displays side-by-side the convolutional
filters in the first layer of the IRCNN (on the left) and GBCNN (on the right).
As the figure shows, the filters learned by the GBCNN exhibit a more prominent
geometric structure with sparse and highly directional filters, as compared to the
IRCNN filters that are less sparse (fewer non-zero entries). The significance of this
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Fig. 3: Multilayered architecture used by the IRCNN [8] and by the GBCNN apporach [53].

observation is that the GBCNN filters are potentially more efficient at capturing
edgs and highly directional image features.

Fig. 4: The set of 64 5× 5 learned filters in the first layer of the CNN architecture in Fig. 2
resulting: on the left, from the conventional training strategy used by the IRCNN approach;
on the right, from the GBCNN approach where filters are chosen from a predefined disc-
tionary with a sparsity constraint.

4.2 Applications to problems of image restoration

The GBCNN approach was originally developed to solve the problem of blind image
inpainting, where some portions of an image were removed and the locations of
the removed regions are not known. Below, after reviewing the application of this
approach to image inpainting, we apply the same algorithm also to problems of
denoising and deblurring.
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For our numerical applications, we used the publicly available dataset
Places2 [74] consisting of 225,100 greyscale natural images of size 256× 256 pixels.
Places2 can be downloaded at http://places2.csail.mit.edu/index.html.

4.2.1 Image inpainting

We illustrate the performance of the GBCNN approach to blind image inpainting
on the Places2 dataset. Following the original paper [53], corrupted images were
generated by occluding a different fraction of the image area ranging from 5% to
25% of the total image area using handwritten characters. We considered three
different versions of the inpainting experiment where the occluded area was replaced
by solid white color or by a random solid grayscale color or by Gaussian noise.
Image restoration performance was assessed using the standard Peak Signal to
Noise Ratio (PSNR), defined by

𝑃𝑆𝑁𝑅 = 10 log10
𝑚𝑎𝑥2𝐼
𝑀𝑆𝐸

,

where 𝑚𝑎𝑥𝐼 is the maximum possible pixel value of the image and 𝑀𝑆𝐸 is the
mean squared error. The GBCNN was trained for 100 epochs using 221,000 images
for training and 4,100 images for testing.

Table 3 compares the inpainting performance of the GBCNN approach against
other state-of-the-art algorithms for blind image inpainting, including IRCNN [8],
VCNet [62] and a shearlet approach [27]. VCNet is a deep learning algorithm
that uses a significantly more complex network architecture than GBCNN, and is
designed to first detect the occlusion location before inpainting. Unlike the other
methods, the shearlet approach is a non-blind model-based inpainting method; it
is included for baseline comparison since it relies on shearlet filters that are similar
to those employed by the GBCNN. The table includes two different versions of the
GBCNN methods, denoted as GBCNN1 and GBCNN2; in GBCNN1, the first layer is
a SDPF constrained receptive field layer and the remaining layers are conventional
convolutional layers while in GBCNN2, the two layers are SDPF constrained
receptive field layer and the remaining layers are conventional convolutional layers.

In this tables as in all tables below, we adopt the convention that bold
font indicates the best performance and underlined text indicates the second best
performance.
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Tab. 3: Image inpainting performance of different inpainting algorithms on images from the
the Places2 dataset with different occlusion sizes and different noise conditions. Reconstruc-
tion performance measured using PSNR (in dB) average over the image set.

Method full test 00–05% 05–10% 10–15% 15–20% 20–25%

White mask

Shearlet [27] 30.7005 34.5694 31.4638 29.5394 27.7532 25.4599
VCNet [62] 32.6120 37.8666 33.1650 30.9287 29.0408 27.0796
IRCNN [8] 32.5554 38.9941 33.0309 30.5410 28.2957 26.1550
GBCNN1 [53] 32.9497 39.5763 33.3030 30.8849 28.6630 26.6679
GBCNN2 [53] 33.0063 39.9796 33.2698 30.8267 28.5877 26.6221

Random grayscale mask

VCNet 28.7741 33.9609 29.6332 27.9287 24.8558 22.6557
IRCNN 32.0852 32.0852 32.5079 30.2452 28.1787 26.2413
GBCNN1 32.4776 38.3913 32.9436 30.6258 28.5373 26.6047
GBCNN2 32.2264 38.3673 32.5892 30.3000 28.2446 26.2721

Random Gaussian mask

VCNet 29.8666 35.7458 30.3789 27.8976 25.9770 24.0801
IRCNN 32.6010 39.5739 32.9097 30.3680 28.1927 26.1986
GBCNN1 32.5193 39.6120 32.8116 30.2465 28.0567 26.0254
GBCNN2 32.1891 39.2154 32.4960 29.9362 27.7528 25.7499

Table 3 shows that the GBCNN approach (including both GBCNN1 and
GBCNN2) is the best performing approach overall when the occluded area is small.
For larger occluded area, VCNet performs slightly better than GBCNN when the
occluded area is replaced by white background. For larger occluded area replaced
by randon solid background GBCNN is still the best performing approach while;
when the occluded are is replaced by Gaussian noise, IRCNN performs slightly
better than GBCNN.

Table 4 reports the evaluation time per image for each inpainting method and
the parameter count for each NN. The evaluation time was computed using a single
NVIDIA Tesla V100 PCIe graphics card with 32 GB memory.
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Tab. 4: Number of learnable parameters 𝑁𝑝 and computing time per image 𝑡𝐼 of several
image inpainting methods. The computing time is the average value (in milliseconds) per
image evaluated over images of size 256× 256 pixels.

Shearlets [27] VCNet [62] IRCNN [8] GBCNN1 [53] GBCNN2 [53]

𝑁𝑝 – 3,789,892 172,113 170,705 80,593

𝑡𝐼 [ms] 29,147.001 17.460 2.539 2.453 2.534

The parameter count is the lowest for GBCNN2 and the greatest for VCNet; this
is expected since VCNet has a significantly more complex multilayer architecture
and about 50 times more parameters than GBCNN2. As a result, the computing
time is also significantly higher for VCNet as compared to the GBCNN approach.
The shearlet approach, implemented via the software ShearLab [27], is an iterative
algorithm whose computing time is significantly higher (two orders of magnitude)
than GBCNN and IRCNN.

Fig.5 illustrates the image inpainting performance of GBCNN and other
methods on a representative image from the Places2 dataset using different types
of background for the masked region.

Fig. 5: Image inpainting performance of multiple algorithms on representative image from
the Places2 dataset using different types of background for the masked region.
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4.2.2 Image Denoising and deblurring

We computed the performance of the GBCNN approach for image denoising on
the Places2 dataset, where images were corrupted by adding white Gaussian noise
with two different values of standard deviation, namely 𝜎 = 25 and 𝜎 = 50. To
generate our GBCNN denoising model, the network was trained for 50 epochs, at
which point the denoising performance was observed to stabilize. Similar to the
inpainting experiment, we used 221,000 images from Places2 for training and 4,100
images for testing.

Results are reported in Table 5, where the performance of the GBCNN1 archi-
tecture is compared against the deep learning algorithm IRCNN and the popular
model based algorithm BM3D, that we have mentioned above. In addition to PSNR,
we also include another widely used performance metric, the structural similarity
index measure (SSIM), whose definition in based on a perception-based model that
quantifies image degradation as perceived change in structural information.

The table shows that GBCNN1 achieves the best denoising performance when
𝜎 = 25 and that IRCNN exhibits the best performance when 𝜎 = 50, even though,
in the latter case, the GBCNN1 performance is very similar to IRCNN.

Some additional numerical tests illustrating the denoising performance of
the GBCNN approach are reported below in Sec. 5, where we present a broader
comparison of denoising algorithms.

Tab. 5: Image denoising performance on the test images of the Places2 dataset corrupted
by white Gaussian noise of standard deviation 𝜎 = 25, 50 using the algorithms IRCNN,
GBCNN and BM3D.

IRCNN [8] BM3D [10] GBCNN1 [53]

𝜎 = 25

PSNR 28.8813 29.0030 29.1927
SSIM 0.8389 0.8449 0.8492

𝜎 = 50

PSNR 26.0612 25.7576 26.0038
SSIM 0.7437 0.7320 0.7415

We also tested the GBCNN approach on a simple image deblurring task aiming
at recovering an image degraded by a Gaussian blur kernel with a given standard
deviation. As for the previous tasks, we trained and tested our algorithm on the
Places2 dataset, using 221,000 images for training and 4,100 images for testing.
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Table 6 reports the image deblurring perfomance on the test images of the
Places2 dataset corrupted by a Gaussian blur kernel with 𝜎 = 3 and 𝜎 = 5. The
performance of the GBCNN1 algorithm is reported side-by-side the performance
of the deep learning algorithm IRCNN and the model-based method BM3D. The
BM3D algorithm exhibits the best performance in this experiment. We explain the
poorer performance of IRCNN and GBCNN1 with the fact that such methods are
designed for denoising and inpainting tasks respectively.

Tab. 6: Image deblurring performance on the test images of the Places2 dataset corrupted
by a Gaussian blur kernel with 𝜎 = 3, 5 using the algorithms IRCNN, RFCNN, BM3D.

IRCNN [8] BM3D [10] GBCNN1 [53]

𝜎 = 3

PSNR 25.9243 26.4870 25.9905
SSIM 0.7676 0.8125 0.7708

𝜎 = 5

PSNR 23.1886 25.9923 23.1918
SSIM 0.6178 0.7565 0.6179

5 Numerical Experiments and Methods
Comparison

It would be valuable and educational to systematically assess the performance of
the various algorithms and techniques discussed in this article for image restoration
tasks using publicly accessible datasets. Unfortunately, several practical challenges
hinder this endeavor, primarily stemming from the limited availability of numerical
codes that implement these methods. Moreover, these available codes are often
tailored for specific conditions, necessitating major modifications to make them
compatible with the same datasets in many cases.

Given these challenges, we will narrow our focus and set a more modest
objective. Specifically, we will conduct a more limited comparison by applying some
of the algorithms introduced above to a select set of image restoration experiments.
In our comparisons, we will include at least one representative algorithm from each
of the method categories we discussed in the sections above.
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5.1 Image restoration experiments

To run our main denoising experiment, we considered as test images the publicly
available BSD68 dataset [39], which is part of the Berkeley Segmentation Dataset
(BSD) and consists of 68 natural images of various sizes; we also considered the
smaller Set12 dataset, consisting of 12 widely used images of size 256× 256 pixels,
which is shown in Figure 6. The noisy inputs were obtained by adding white
Gaussian noise with a constant standard deviation 𝜎 = 25 and 𝜎 = 50.

Fig. 6: The Set12 dataset includes 12 images of size 256× 256 pixels.

We compared the performance of the following denoising algorithms on these
two test sets: the model-based algorithm BM3D [10], the deep learning method
IRCNN [8], the deep unrolling algorithms Learned K-SVD (LKSVD) [52], Group
Sparse Coding (GroupSC) [31] and Convolutional Sparse Coding Network (CSC-
Net) [56], the HQS-based PnP method Deep Prior Image Restoration (DPIR) [70]
and the NN with model-driven constraint GBCNN [53]. Results are reported in
Table 7.

For these algorithms, we adopted the pre-trained denoising models that are
available from the literature. We remark that these models were not trained on the
same data. Specifically, the GroupSC model was computed using BSD400 (a subset
of 400 images from the BSD) for training; the CSCNet model was computed using
for training the Waterloo Exploration Dataset [38] and 432 images from BSD; the
LKSVD model was computed using for training 432 images from BSD; the DPIR
model [70] was computed by training on a large dataset including BSD400, 4,744
images from Waterloo Exploration Dataset, 900 images from DIV2K dataset [58],
2,750 images from Flick2K dataset [34]; the IRCNN and GBCNN models were
trained on the Places2 dataset, as described in Sec. 4.2. We also remark that, for
all algorithms listed above, we adopted the default setting, as described in their
original papers. For instance, the LKSVD algorithm requires to set as parameters
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the patch size 𝑝, the number of dictionary elements 𝑚 and the number of unfolding
of network 𝑇 ; we adopted 𝑝 = 64, 𝑚 = 256, 𝑇 = 7 as in the default setting [52].

Fig. 7: The test images Boat, Pepper, Mandrill, Man, Aiport and Reinier. The first four
images have size 512×512 pixels; the last two images, have size 1024×1024 and 1920×1080

pixels, respectively.

Tab. 7: Image denoising performance (in PSNR) of the algorithms BM3D, LKSVD,
GroupSC, CSCNet, DPIR, IRCNN, GBCNN1 on the image sets Set12 and BSD68. Noisy
images were generated by adding white Gaussian noise with standard deviation 𝜎 = 25 and
𝜎 = 50.

BM3D [10] LKSVD [52] GroupSC [31] CSCNet [56] DPIR [70] IRCNN [8] GBCNN1 [53]

𝜎 = 25

Set12 29.89 30.22 30.40 30.25 30.94 29.94 29.99
BSD68 28.53 29.07 28.86 29.10 29.48 28.86 28.84

𝜎 = 50

Set12 26.66 27.04 27.09 27.13 27.90 26.80 26.72
BSD68 25.69 26.13 25.78 26.22 26.59 25.93 25.90

The results reported in Table 7 show that the DPIR approach exhibits the
best denoising performance consistently over the noisy images we tested.

The same behavior is also observed in Table 8 which reports the denoising
performance of the same algorithms on an additional set of 6 images displayed in
Figure 7; these images have sizes ranging from 512 × 512 pixels to 1920 × 1080
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pixels. The denoising performance of the different algorithms on four of the images
considered in this table is further illustrated in Fig. 8.

Tab. 8: Image denoising performance (in PSNR) of the algorithms BM3D, GroupSC, CSC-
Net, DPIR, IRCNN, GBCNN1 on 6 selected images with size 512 × 512, 1024 × 1024 and
1920× 1080 pixels. Noisy images were generated by adding white Gaussian noise with stan-
dard deviation 𝜎 = 25 and 𝜎 = 50.

Boat5122 Pepper5122 Mandrill5122 Man10242 Airport10242 Rainier1920×1080

𝜎 = 25

BM3D [10] 29.7876 31.8127 25.3886 30.1486 28.2283 27.8278
GroupSC [31] 30.1580 32.1986 25.8790 30.5631 28.5223 28.3846
CSCNet [56] 30.1005 32.2304 25.7884 30.5106 28.4785 28.3414
DPIR [70] 30.5768 32.5809 26.1142 30.8268 28.8338 28.5624
IRCNN [8] 30.1065 32.0728 25.7508 30.2858 28.3953 28.1323
GBCNN1 [53] 30.0787 32.0430 25.6892 30.2336 28.3691 28.1530

𝜎 = 50

BM3D 26.7826 28.9796 22.3993 27.3421 25.8359 24.3002
GroupSC 27.0765 29.4308 22.7979 27.6699 26.1202 24.8526
CSCNet 27.1820 29.6683 22.7530 27.7537 26.241 24.8251
DPIR 27.6556 30.1341 23.1263 28.0471 26.6003 25.0643
IRCNN 26.9400 29.1987 22.4379 27.3973 25.9754 24.5860
GBCNN1 26.9709 29.1677 22.3890 27.3928 25.9723 24.6105

We attribute the very competitive performance of the DPIR approach in large
part to the higher complexity of its model as compared with the other methods
we considered. This is observation is supported by Table 9 comparing the number
of trainable parameters of the different algorithms. The table shows that DPIR
has the highest number, i.e., 32,638,656 parameters, while GBCNN1 has the lowest
number, i.e., 170,705; BM3D has no learnable parameters being a model-based
method. The data reported in the tables suggest that the DPIR model is able to
take advantage of the complexity of its architecture; as indicated above, the DPIR
denoising model was computed using the largest training set among all methods
considered.

Table 9 also compares the computing time of the different methods. To have a
fair comparison, computing time was evaluated for all methods using the Carya
computing cluster from the University of Houston equipped with an Intel Xeon G
6252 CPU with 16 GB of RAM; no GPU acceleration was used for this computation.
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Tab. 9: Number of learnable parameters 𝑁𝑝 and computing time per image 𝑡𝐼 of several
image denoising methods. The computing time is the average value (in milliseconds) per
image evaluated over images of size 256× 256 pixels.

BM3D [10] LKSVD [52] GroupSC [31] CSCNet [56] DPIR [70] IRCNN [8] GBCNN1 [53]

𝑁𝑝 - 35,138 68,434 63,700 32,638,656 172,113 170,705

𝑡𝐼 [ms] 1,522.390 460.383 19,771.717 1,006.507 1,770.780 223.929 219.191

The table shows that, consistently with the parameter count, DPIR has by
far the longest computing time; additionally, the PnP design involves an iterative
implementation which increases computing time. The unrolled algorithms LKSVD,
GroupSC and CSCNet are faster than DPIR. GBCNN1 exhibits the lowest com-
puting time being both non-iterative and light-weight; its computing time is about
one order of magnitude less than DPIR.

Fig. 8: Image denoising performance (in PSNR) on the Boat, Peppers, Mandrill, Man,
Airport images corrupted by white Gaussian noise of standard deviation 𝜎 = 25 using the
BM3D, CSCNet, GroupSC, DPIR, IRCNN and GBCNN1 algorithms.
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Tab. 10: Image inpainting performance (in PSNR) on 100 images from Places2 dataset
using the algorithms ISTA, FISTA, ada-LISTA, IDBP, IRCNN, GBCNN1 and VCNet. Images
were corrupted either by occlusion with handwriting or by setting 50% of the randomly
selected pixels to zero.

ISTA [12] FISTA [3] ada-LISTA [1] IDBP [59] IRCNN [8] GBCNN1 [53] VCNet [62]

Handwriting 20.78 21.76 21.60 26.86 26.15 26.66 27.07

Pixel-wise 24.61 26.96 27.41 31.21 31.87 31.74 -

We also run two image inpainting experiments using as test set 100 images from
Places2. In the first experiment, the corrupted images where generated by occluding
20% to 25% of the area using a white solid mask (consisting of handwriting), as
in one of our experiments from Sec. 4.2. In our second experiment, the corrupted
images where generated by randomly choosing 50% of the image pixels and setting
those to 0. The results of these experiments are reported in Table 10 where we
compared the inpainting performance of the following image inpainting algorithms:
the model-based methods Iterative Shrinkage Thresholding Algorithm (ISTA) [12]
and Fast-ISTA (FISTA) [3], the deep unrolling algorithm Ada-Lista [1], the PnP
algorithm IDBP [59], the NN with model-driven constraints GBCNN1 and deep
learning algorithms IRCNN [8] and VCNet [62].

We remark that, out of the methods listed above, only IRCNN, GBCNN1,
VCNet are designed for blind image inpainting; ISTA, FISTA, Ada-Lista, and IDBP
are non-blind methods, hence we also provided the location of the mask when the
methods were run. We also note that Ada-Lista and IDBP are not designed for
large area blind image inpainting and the training and testing are patch-based;
they were trained on patches extracted from BSD400, according to their original
formulation. By contrast, IRCNN, VCNet and GBCNN1 are designed to inpaint
possibly large image areas and are trained on whole images; they were trained on
images from Places2, as described in Sec. 4.2.

Fig. 9: Image inpainting performance (in PSNR) on selected images from Places2 with
white solid masks.
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Table 10 shows that VCNet exhibits the best performance in the experiment
with handwriting mask, with IDBP (a non-blind algorithm) exhibiting the second
best performance, slightly better than GBCNN1; in the experiment with pixel-wise
mask, IRCNN exhibits the best performance and GBCNN1 the second best one.
We notice that GBCNN1 has consistently good performance in both large areas
blind inpainting and pixel-wise inpainting. Figures 9 and 10 show the application of
these image inpainting algorithms on some representative images from the Places2
and BSD68 datasets.

Fig. 10: Image inpainting performance (in PSNR) on a selected image from BSD68 with
pixel-wise random mask.

5.1.1 Data reproducibility

Python code and pre-trained models for the inpainting and denoising applications
of the GBCNN and IRCNN approaches that we reported above are found at
https://github.com/zhaoheng001/GBCNN.

For completeness, we list below the links to the numerical codes and, if available,
the pre-trained models that we used to run the other algorithms we reported:

BM3D (Python): https://pypi.org/project/bm3d/
CSCNet (Python): https://github.com/drorsimon/CSCNet
DPIR (Python): https://github.com/cszn/DPIR
GroupSC (Python): https://github.com/bruno-31/groupsc
IDBP (Matlab): https://github.com/tomtirer/IDBP
ISTA, FISTA, Ada-Lista (Python): https://github.com/aaberdam/AdaLISTA
LKSVD (Python): https://github.com/meyerscetbon/Deep-K-SVD
VCNet (Python): https://github.com/shepnerd/blindinpainting_vcnet
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5.2 Conclusion

The development of algorithms that integrate learning- and model-driven principles
is currently a topic of intense research activity due to the promise of combining high-
computational efficiency and theoretical performance guarantees. As we illustrated
in the pages above, several image restoration strategies integrating learning and
models have been proposed in the literature including most notably algorithm
unrolling, plug-and-play networks and NNs with model-driven constraints. Such
algorithms have been shown to provide state-of-the-art performance in problems of
image denoising, deblurring and inpainting, often outperforming more conventional
deep learning strategies. In fact, the advantages of such emerging hybrid algorithmic
strategies go beyond image restoration performance and computational cost, as
such methods can also provide performance guarantees, improved interpretability
and reduced computational complexity, as compared to deep learning algorithms.

To better illustrate the properties of these algorithms, we presented several
numerical tests on problems of image denoising and inpainting. Our numerical
experiments confirm that these methods not only provide state-of-the-art perfor-
mance but are very competitive against other state-of-the-art methods in terms of
computational complexity and computational cost.

Acknowledgment: The authors acknowledge the use of the Carya Cluster and the
advanced support from the Research Computing Data Core at the University of
Houston to carry out part of the research presented here.
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