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ON MOMENTS OF DISTRIBUTION FUNCTIONS 

ATTRACTED TO STABLE LAWS 1 

Howard G. Tucker 

õ0. ABSTRACT. Let F be a distribution function in the domain of 
attraction of a stable law of characteristic exponent 0rE(0,2). 

Then f IxladF(x)<oo if and only if Z•=iB•n2 <oo for any 
sequence of normalizing coefficients { B n } for F. In addition, 
œ ixla+bdF(x) = oo for all 6 > 0. 

õ 1. Introduction. In three books ([1 ], [2] and [3]) the following theorem is 

stated: if a distribution function F is in the domain of attractior• of a stable law of 

characteristic exponent a E (0,2), then f IxtbdF(x)< oo for all 6 < a. The question 
immediately comes to mind whether 6 can ever equal o• or exceed it. In this note 

necessary and sufficient conditions are given on F for 6--o•, and examples are 

constructed to show there exist distribution functions in the domain of attraction of 

the stable distribution of characteristic exponent o• for which œ Ixlø•dF(x) is finite and 

is infinite. 

Let D(o0 denote the domain of attraction of the stable law of characteristic 

exponent o•. By this we mean that 1•(o0 is the set of distribution functions F such that 

if (Xn} are independent identically distributed random variables with common 

distribution function F, then there exists a sequence of positive constants ( B n} , 

Bn • oo as n --> oo, called normalizing coefficients, and a sequence of numbers { A n } 

such that the limit distribution of ( B-n 1 •;gl Xj + A n } exists and has a characteristic 
function of the form 

(1) f(u)=exp {f•o(eiUX-1 - iux ) el -]"•x 2 Ixl 1+o• 
dx 

+f+0 e iux-1 'ux dx - l+-•x Ixl 1+o• 

1This research was supported in part by the Air Force Office of Scientific Research, Grant No. 
AF-AFOSR 851-66. 

149 



150 HOWARD G. TUCKER 

where Cl •>0, c 2•> 0, Cl + c2 > 0. Such a limit distribution is called a stable 
distribution with characteristic exponent o•. The result of this note is the following: 

THEOREM: Let F G_D(a), 0 < • < 2. Then f lxlø•dF(x) < oo if and only if 
oo ot 2 

•;n__lBn/n < oo for any sequence of normalizing coefficients { Bn}fOr F. In addition, 
f ix I•-/-bdF(x) = oo for all b > O. 

PROOF. We first show that we need only prove the theorem in the case that F is 

continuouq. Indeed, if we were to take a normal distribution function G, then by 

theorem 1 in [6], F, G G D(o0 and F, G has the same normalizing coefficients that 

F has. Also f Ixlø'dF, G(x) < oo if and only if f [xlø•dF(x) < oo; this follows by an easy 

application of the Cr-inequality found in Loire ([5], page 155). Thus we may assume 
F is continuous. Let X be a random variable whose distribution function is F. We 

select a particular sequence of normalizing coefficients for F, namely 

(2) B n = inf (x ß P[IXI > x] = (c 1 + c2)/n} , 

which are shown to be normalizing coefficients in [2] (on page 176), and where c 1 

and c 2 are as in (1). Since F is continuous, B n < Bn+ 1 for all n > c 1 + c 2. We define 

two discrete distribution functions, F U and F L with jumps only at { B n) by 

1-FL(x) = (c 1 +c2)/n if B n•<x<Bn+l, and 1-Fu(x)= (c 1 +c2)/(n+ 1) if 

Bn•<x<Bn+l, for n>c 1 +c 2. Because of (2), P[IXI•>B n] = (c 1 +c2)/n for all 

n > c 1 + c 2, and if B n •< x < Bn+ 1, then (c 1 + c2)/n •> P[IX[ •> x] > (c 1 + c2)/(n + 1). 
Hence we have 

(3) 1 - FU(X) < P[ IXl •> x] •< 1 - FL(X). 

Since for any random variable X E L 1 we have 

(4) EIXI =.f0P[IXI •> x] dx, 

we easily obtain for Y C Lo• , 

(5) ElY[ ø• = o• fo• yo•-lp[ IY[ •> y] dy. 
Because of (3) and (4), we have 

(6) f Ixlø•dFu(x) •< f [x[ø•dF(x) •< f [x[ø•dFL(x). 
Now, by (5), 

f [xlø•dFL(x) = (c 1 + c 2) o• • n -1 cBn+l yO•-I dy JB n 

=(c l+c 2) y,n-1 Bn+ 1 - B n 
Now, recalling the formula for summation by parts, namely, 
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2nN=lan (bn+ 1 - b n) = a N bN+l - 2nN__l b n (a n - an_l), 
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we obtain 

(7) f Ixlø•dFL(X) = (c 1 + c 2) 2;B•/n (n - 1). 
A similar argument yields 

(8) f Ixlø•dFu(x) = (c 1 + c 2) 2;B•/n (n + 1). 
From (6), (7) and (8) we may conclude that f Ixlø•dF(x)<oo if and only if 

Z B•/n2 < • for this particular sequence of no•alizing coefficients. However, if 
( B n } is any other sequence of no•alizing coefficients for F, then by a known result 

(see, e.g., [5], page 205), B n • B n. Hence the last series converges if and only if 

Z (B•)a/n2 < •, and thus the condition holds for every sequence of normalizing 
coefficients for F. Last we prove that f [xla+bdF(x) = •, for every b > 0. We need 

only prove f Ixla+bdF•x) = •. Again by (5) and summation by parts we get 
(9) f Ixla+bdFu(x) = (c 1 + c 2) 1 © '•n+l 

=(Cl+c2) lim IB•+• N •+• • N• N+I/N+Z B n /n(n+l) n=l 

By lemma 5 in [6], B n = n 1/a •n), where • is a measurable slowly varying function. 
Now it is known that x6/a(• (x))a+6 • • as x • • (see [4], page 59), and applying 
this to (9) we obtain the desired conclusion, q.e.d. 

This result does not hold for o• = 2. In case ot = 2, then by theorem 4 on page 181 

of [2], fx2dF(x) < oo if and only if F belongs to the domain of normal attraction of 

the normal distribution, i.e., B n = K n 1/2 for some K > 0. In this case 2; B•/n 2 = 
Indeed this latter series diverges for all F G I2_(2); this follows from the fact that if 

(B n } are normalizing coefficients for F, then Bn"•nl/2•(n), where • is a 
non-decreasing slowly varying function (see lemma 5 in [6] ). 

It must be mentioned here that for every o• • (0,2) it is possible to find an 

F 1 • D(o0 such that f Ixlø•dFl(x) < oo and an F 2 • D_(a) such that f Ixlø•dF2(x)= 
Indeed, for n = 2, 3, ---, define B(n 1) = nl/ø•/(log n) 1/ø• and B(n 2) = nl/ø•/(log n )2/0( 
Clearly, (log x) -1/ø• and (log x) -2/ø• are slowly varying functions. Hence by the 
converse to lemma 5 in [6] there exist F 1 • I)(o0 and F 2 • D(o0 such that { B(nl)} 
and (B(n2) } are normalizing coefficients for F 1 and F 2 respectively. However, it is 
easy to verify that 12 (B(n 1))ø•/n2 = oo and I;(B(n2))ø•/n2 < oo, and thus we have shown 
that some but not all distribution functions in D_(a) have infinite absolute o• th 
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moments. In particular, it may be trivially observed that if F is in the domain of 

normal attraction of a stable distribution of characteristic exponent a, then 

f IxladF(x) = oo. 
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