Section 5.5. Matrices and

vectors

A matrix is a rectangular array of
objects arranged in rows and columns.

The objects are called the entries.

A matrix with m rows and n columns
IS called an m X n matrix. m Xn
IS called the size of the matrix, and
the numbers m and n are its

dimensions.



A matrix in which the number of
rows equals the number of columns,
m = n, IS called a square matrix

of order n.



If A isan mXxn matrix, then a;;
denotes the element in the it" row

and j'* column of A:

[a11 a1p a13 -+ a1y )

ap] a2 a3 -+ Ao

A= | a3z1 az> azz -+ azy
\ Aml Am2 aAm3 " amn )

The notation A = (a;;) also repre-

sents this display.



Special Cases: Vectors

A1l xn matrix

V=(a1 a ... an)

also written as

VZ(CLl, az, ..., an)

Is called an row vector.



An m X 1 matrix

(a1 )

2

 am

IS called a column vector.

The entries of a row or column vec-

tor are called the components of

the vector.



" Physics” & " Geometry/Mathematics”

Physics: A quantity that has mag-

nitude and direction.

Examples: velocity, acceleration, force

Mathematics: A directed line seg-

ment.

Examples:



Arithmetic of Matrices

Let A= (a;;) bean mxn matrix

and let B = (b;;) bea pxq matrix.

e Equality: A= B if and only if

1. m=p and n =q;

2. a’Z]:bZ] for all z and j.

Thatis, A= B if andonlyif A

and B are identical.



Example:
a b 3
2 ¢ 0

if and only if

7 —1 «x
2 4 0

a=7, b=-1, c=4, x=3.

Matrix Operations



I. Addition: Let A = (a;;) and

B = (b;;) be m x n matrices.
A+4+B isthe mxn matrix C = (¢;;)
where
cij = aj; +b;; forall« and j.
That is,
A+ B = (a5 + bij).

Addition of matrices is not de-

fined for matrices of different sizes.



Examples:

(a)
2 4 -3 4
(25 o) (—1

24 (-4) 440 -3+46) (-2 4 3
I =750

(b)
1 3

(g g _O3>—|— 5 —3 is not defined.
O 6
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PROPERTIES: Let A, B, and
C' be matrices of the same size.

Then:
1. A4+B=B+A (Commutative)

2. (A+B)+C=A+(B+0O)

(Associative)

A matrix with all entries equal to O

IS called a zero matrix. E.qg.,

O 0O 00
00 O and OO0
OO0
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The symbol O will be used to de-

note the zero matrix of arbitrary size.

3. A+0=0+4+A=A.

T he zero matrix is the additive iden-

tity.
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The negative of a matrix A, de-
noted by —A is the matrix whose
entries are the negatives of the en-
tries of A. —A is also called the

additive inverse of A.

Example:

1 7 -2
A=| 2 0 6
4 -1 5

-1 —7 2
—A=| -2 0 -6

4 1 -5
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4. A+ (-A)=0.

Subtraction: Let A = (a;;) and

B = (b;;) be m xn matrices. Then

A—B= A+ (-B).

Example:
2 4 -3 B 4 0 -6\
25 0 1 -2 0 o
2 4 -3 —4
(25 O>+(—1
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PROPERTIES: Let A, B, and C

be matrices of the same size. Then:

1. A4+B =B+ A (commutative)

2. (A+B)+C=A+(B+0)

(associative)

3. A+0=0+ A=A (additive

identity)

4. A+ (—A) =(-A)+A=0

(additive inverse)
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II. Multiplication of a Matrix by

a Number

The product of a number k£ and
a matrix A, denoted kA, is given

by

This product is called multiplica-

tion by a scalar.
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Examples:

2(1, 3)
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PROPERTIES: Let A, B Dbe
m X n matrices and let «, 8 Dbe

real numbers. Then

2. 0A=0

3. a(A+B)=aA+aB

4. (a+pB)A=aA+pPA

(3 and 4 are called distributive laws)

18



III. Matrix Multiplication

1. The Product of a Row Vec-
tor and a Column Vector: The
product of a 1 xn row vector and
an n x 1 column vector, called the

dot product, is the number given

by

[ by )
b2

(a’la a, az, ..., CLn) b3

2y

= a1by1 + ar>b> + a3zb3z + - - - + anbn.

19






Also called scalar product (because
the result is a number (scalar)), and

inner product.

The product of a row vector and a
column vector (of the same dimen-
sion and in that order!) is a num-

ber.

The product of a row vector and
a column vector of different dimen-

sions is not defined.

20



Examples:

—1
1

[ 2 )

(_27 37 _17 4)

\ =5
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2. The Product of Two Matri-
ces: Let A= (a;;) bean mxp
matrix and let B = (b;;) bea pxn

matrix.

The matrix product of A and B
(in that order), denoted AB, is
the mxn matrix C = (¢;;), where
ci; is the product of the 4" row

of A and the ;" column of B.

22



AB = C = (¢;5)
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Let A and B be given matrices.
The product AB, in that order, is
defined if and only if the number of
columns of A equals the number

of rows of B.

If the product AB is defined, then
the size of the product is: (no. of

rows of A)x(no. of columns of B):

A B = C

MmXp PXn mxn

24



Examples:

25



NOTE: is #+ BA matrix

multiplication is NOT COMMUTA-

TIVE.
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BA=7

B A
2Xx3 2x2

BA does not exist.
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s=(2 2 )( 5 )

Compare with real numbers: af =
O implies a = 0, or 3 =0, or a =

B=0
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Remember: Matrix multi-
plication Is not commuta-
tive:

AB # BA

In general.

However, there do exist occasions

when AB = BA.
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PROPERTIES: Let A, B, and

C' be matrices.

1. AB #= BA in general; NOT

COMMUTATIVE.

2. (AB)C = A(BC) matrix multi-

plication is associative.

3. Multiplicative Identity (the ana-

log of the number 1). 77
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Let A be a square matrix of order

n. Theentries ay1, aoo, a3zsz, ...

form the main diagonal of A.

ai3s
a23
a33

Al1n \
aA2n
a3n,

ann )

?

31
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(multiplicative) Identity Matrices:
For each positive integer n > 1, let
In denote the square matrix of or-
der m whose entries on the main
diagonal are all 1, and all other
entries are 0. The matrix I IS

called the n xn i1dentity matrix.
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— —
OO
o o0
o — OO0
— O O O
~— __

|

3

and so on.
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3. If A isan mxn matrix, then

If A is a square matrix of order n,

then
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4. (multiplicative) Inverse 77777

Recall, for real numbers: If a # 0

()= (2o

or a-atl=agl.a=1

1 1 - . . .
— Oor a IS the multiplicative in-
a

verse of a

0O does not have a multiplicative in-

versell
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For matrices: Given a matrix A. A
matrix B is a multiplicative inverse

of A if

AB = BA =1 (the identity matrix)

Problems:

e AB and BA might not both exist.

o If AB and BA both exist, they

might have different size.

o If AB and BA both exist and have

36



the same size, AB # BA, in general.

o If AB and BA both exist and have
the same size, then A and B must

be square.



Distributive Laws:

1. A(B4+C)= AB+ AC. Thisis

called the left distributive law.

2. (A+ B)C = AC+ BC. Thisis

called the right distributive law.

3. k(AB) = (kA)B = A(kB)

37



Other ways to look at systems of

linear equations.

A system of m linear equations in n

unknowns:
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a11x1 + a1z + -+ a1pxTn = b1

an>1x1 + agpxo + - - + appxn = by

a31T1 + a32x3 + - - + azpTn = b3



Because of the way we defined mul-

tiplication, the system can be writ-

ten as:
( aiip a2 aiz -+ Qain \ ( L1 \
ar»i1 a22 an3 -+ A2p L2
azl1 a32 az3 --- a3p L3 | —
\ Aml Am2 Am3 " Amn ) \ In )

or in the vector-matrix form

Ax=Db c.f. ax =0b. (1)

Solution: x= A"1pb 77777
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Section 5.6. Square matri-

ces

1. Inverse
Let A be an n xXxn matrix. An
n X n matrix B with the property

that
AB = BA =1,

IS called the multiplicative inverse
of A or, more simply, the inverse

of A.

40



Uniqueness: If A has an inverse,
then it is unique. That is, there is

one and only one matrix B such

that
AB = BA = 1.

B is denoted by A1l

41



Procedure for finding the inverse:
- (33

wewant (33 )(22)=(5 9
s (13)(2)- (3

1 21 .
340
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1 2 y\ (O

2) Novvsolve(3 4>(w>_(1

1 2|0 . 1 2 |0 .
3 4|1 0O —2]|1

(é i—fp)_)(é C1)—11/2>

_ —2 1
A 1:(3/2 —1/2>
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Solve the two systems simultaneously:

1 2|10 .
3401

44



Examples:

45



B does not have an inverse.

NOTE: Not every nonzero n X n

matrix A has an inversel
46



1 0
3. C=1|2 -1
4 1

0 W N

|

Form the augmented matrix:

)H

~
AN
|
= = O
O WN
OO
O = 0O
= O O
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)%

O 21 0O
2 -1 3010
1 8/0 01

1
4

|

|
=

2

2

—4

6 -1 —1

1 0 0|—-11

010

1

O O

]

2
O
6 -1 -1

~11
—4
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1 3 —4
4. B=|1 b -1

3 13 —6
Form the augmented matrix

1 3 -4
1 5 -1

3 13 -6

oo
o rr O

= O O
~_

and row reduce
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1 0O
-1 1 0
-3 0 1

—4
3
6

1 3 —4(1 0 O 1 3

1 5 -1/010}|—=1]0 2

3 13 -6/0 0 1 O 4
1

—4

1 3

O -1 -2

O O

B does not have an inverse.
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Finding the inverse of A. Let A

be an n X n matrix.

a. Form the augmented matrix (Al|ln).

b. Reduce (A|l,) to reduced row
echelon form. If the reduced row

echelon form is
(In|B), then B=A"1

If the reduced row echelon form is
not (I,|B), then A does not have

an inverse.
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That is, if the reduced row echelon
form of A is not the identity, then

A does not have an inverse.
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Application: Solve the system

x +2z = 3
2r —y +3z = b
4r +y +8z = -2

The system written in matrix form:

EBIONE

Cx = b: solution: x=C1b

DREEEE EEED



Note 1: The n xn system of equa-

tions

Ax =Db

has a unique solution if and only if
the matrix of coefficients, A, has

an inverse.
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2. Determinants

Find the solution set:

ar + by = «

cr+dy =p0

a b x| [« .
(20) (3)=(5) =
(ad — bec)x = (ad — Bb)

(ad — be)y = (a3 — ca)

The number ad — bc is called the de-

terminant of A, denoted det A.

55



NOTE: The determinant ad — be
determines whether or not the 2x?2

system has a unique solution:

e ad—bc =0 implies unigque solution,

e ad —bc = O implies either in-
finitely many solutions or no solu-

tions.

NOTE: The determinant does not

completely "determine.”
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Calculations

1x1 A= (a)

det A = a
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aip a2 das

2. 3x3 A= bl bQ b3
c1 C» C3
aip a2 as
detA=| b1 b> by | =
c1 €2 €3

a1bocz—a1bzco—aosbicz+anobzci+azbico—azbocy

Re-write as:

a1(bocz—bzco)—an(bicz—bzcy)+az(bico—bocy)

by b3
co €3

b1 b3
c1 c3

b1 b2
c1 €2

— aj — az as

This is called the expansion across the first

Fow.
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2(12-2)-(-3)(0+4)+3(0+8) =

2(10) — (=3)(4) +-3(8) =56
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a1 ap a3
by by b3z | =
c1 ¢» €3

a1(bocz—bzco)—an(bicz—bzcy)+az(bico—bocy) =

Re-write as:

—ao(bicz—bzcy)+ba(aicz—azcy)—co(arbz—azby) =

a1 a3z
b1 03

ai as

T b c1 ¢3

Expansion down the second column.
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2 -3 3
Example: A = O 4 2

N O N

= P> W

W N W
|

2 3
—(= 3)| ) 3|+4| ) 3|_1|o 2

3(4) 4+ 4(12) — 4 = 56

61



a1 ap a3
by by b3z | =
c1 ¢» €3

a1(bocz—bzco)—an(bicz—bzcy)+az(bieco—bocy)

= agzbjco—agzboci—bzaico+bzansci+c3a1bo—c3aobq

= a3(bico—bocy)—bz(arco—ancy)+c3(arbo—anby)

aip az

b1 bo
b1 0o

1 €2

ai az
1 €2

— b3 + c3

:a3

Expansion down the third column
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and so on. You can expand across

any row, or down any column.

BUT: Associated with each posi-

tion is an algebraic sign:

+ - +
__I__
+ - +

For example, across the second row:

a1 az as
by by bz | =
c1 c2 c3
a a a a a a
— _py| 92 93 |4, 01 @3, 101 A2
c2 C3 Cl1 €3 cl1 €2
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3. 4 x 4 determinants

Sign chart

I+ 1+
+ I+

ay
bo
o
dp

I+ 1+
+ I 4+ |

aq
ba
ca
dg

04



An application of determinants

Recall: Find the solution set:

ar + by = «

cr+dy =p0

a b z\ [« .
(20) (3)=(5) a=
(ad — bc)x = ad — b0

(ad — bc)y = af3 — ac

QL o

0"
G

(detA)y = afB — ac =

o K

@ Q
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@ Q
QL

(detA)y = af — ca =

o

@ Q

If det A #= 0, then

a b
_|bsd
~ detA

c B
det A

CLOé|

y:

If det A = 0, then the system either
has infinitely many solutions or no

solutions.
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Cramer’s Rule & systems of equa-

tions.

Given a system of n linear equations

in n unknowns: (a “square” system)

a1121 + a12T2 + -+ aipTn = b1

a21x1 + an2To + -+ agprn = bo

a31r1 + az2xo + -+ azprn = b3

an1r1 + apoxo + - + annrn = bn
. det Az

= : rovided detA #£#0
L det A (p * 0)

where A; is the matrix A with the ;"

column replaced by the vector b.
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Note:
e J[he n xn system of equations
Ax = b has a unique solution if

and only if det A # 0.

o If detA = 0O, then the system
either has infinitely many solutions

or no solutions.

Definitions:
A is nonsingular if det A £+ O;
A is singular if det A = 0.

63



Examples:

1. Given the system

x + 2y + 2z = 3
2 — y + =z = b5
—Adxr + y — 2z = =2

Does Cramer’s rule apply?

detA=| 2 -1 1 |=
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x + 2y

2r — y
—4xr + vy

Find y.
y p—

2z = 3

z = b
— 2z = =2
1 3 2
2 5 1
-4 -2 -2
1 2 2
2 -1 1
-4 1 -2
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2. Given the system

—2x + (y + 6z = —1
S5 + y — 2z = 7
3r + 8y + 4z = -1

Does Cramer’s rule apply?

—2
det A =

W~ ~

6
-2 =0
4

5
3
Cramer’'s Rule does not apply

Does the system have infinitely many

solutions or no solutions??

Compare with ax =b when a = 0.
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B. Properties of determinants:
Let A be an n x n matrix.

1. If A has a row or column of

zeros, then det A =20

Example:

1 O 2

2 0 3
4 0 8

Expand down second column:

2 3 1 2

1 2
L

o RREE
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2. If A is a diagonal matrix

ai; 0 O
A= O b O [,

O O c3
o bo O O O
gera= ]’ 28 8 io
= aj - by - c3.

In particular, detl,, =1

For example, I3:

o or
o+~ O
=~ O O
]
=

0 b
0 0
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3. If A is a triangular matrix,

e.g.,
(a1 az a3z ag )
| 0 by b3 b4 |
A= 0 0 c5 cg (upper triangular)

L 0 0 0 dg

Expand down first column!!

detAzal-bQ-C3-d4
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4. If B is obtained from by inter-
changing any two rows (columns),

then

det B = —det A.
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NOTE: If A has two identical

rows (or columns), then

det A = 0.
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5. Multiply a row (column) of A
by a nonzero number k to obtain

a matrix B. Then

det B = k det A.
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6. Multiply a row (column) of
A by a number k£ and add it to
another row (column) to obtain a

matrix B. Then

det B = det A.
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7. Let A and B be nxn

matrices. Then

det [AB] = det Adet B.
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Example:

IO N AN (N
— O MmMm
M AN —O

A

M AN < N

Calculate
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Equivalences: The following state-

ments are equivalent:

1. The system of equations:

Ax =Db has a unigue solution.

2. The reduced row echelon form

of A is In.

3. The rank of A is n.

4. A has an inverse.

5. detA #0.
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