Chapter 6: Systems of Lin-
ear Differential Equations -

Part 1 (See Section 3.1)

Let a11(t), a12(t), ..., ann(t),

b1(t), ba(t), ..., bp(t)

be continuous functions on the in-

terval 1.

The system of n first-order linear

differential equations



7 = a11(®)z1 +aro(®)xo + -+ a1 (O)xn 4 b1 (1)

= ap1(t)z1 + aoo(W)xo + -+ 4 app(H)xn + ba(t)

a:,’n = ap1(t)x1 +apa(t)xo + -+ ann(t)xn + bn(t)

is called a first-order linear differ-

ential system.

The system is homogeneous if

..=bp(t) =0 on I.

b1(t) = ba(2)

It is nonhomogeneous if the func-
tions b;(t) are not all identically

zero on 1.



Set
[a11(t) a12(t) -+ a1np(t)

A(t) = a21(t). a22(t). co o agn(l)

a1 (®) ana(®) -+ ann(t) |

and
(21 ) [ b1(t) )
x=|%2|  pw=|2®]
ey  bn(t) |

The system can be written in the

vector-matrix form

x' = A(t) x + b(1). (S)



The matrix A(t) is called the ma-
trix of coefficients or the coeffi-

cient matrix.

The vector b(t) is called the non-
homogeneous term, or "’ forcing func-

tion.”



A solution of the linear differential
system (S) is a differentiable vector

function

ENOR

x(t) = z2(1)

\ zn(t) )
that satisfies (S) on the interval I.




Example 1:

:c’l = x1 + 22> — 5e2t

rh = 31 + 225 + 32t

Vector/matrix form

() =(32)(2)+ (52



Show that

2t
x(t) = ( 2€2t) is a solution of

, (12 —5e2t
=323



Example 2:

5‘7/1 31 — T2 — x3

:c/2 = —2x1 + 3xo + 2x3

rh = 4x1 — o — 273

Vector/matrix form

Tq / 3 —1 —1 1
xo | = -2 3 2 o
L3 4 —1 -2 L3

3 -1 -1
xX =] -2 3 2 |x
4 —1 -2

or



Show that
o3t

x(t) = | —e3t

o3t

IS a solution.



In fact, as we shall see

x(t) =
o3t o2t et
C1 —e3t +C5 O |+C3 —3e~t
6375 6275 76—75

is a solution for any numbers C1, C5, C3,
and this is the general solution of

the system.

10



THEOREM. The initial-value

problem
x' = A(t)x + b(t), x(tg) =c

has a unique solution x = x(t).

11



II. Homogeneous Systems:
General Theory (see Section 3.2)

i = a11(t)x1 +aro(®)zo 4+ - 4+ app(t)zn(t)

x5 = ap1(t)ry + aa(t)zo + - 4 agp(t)zn(t)

zy, = ap1(t)zy + a2z + - + ann(t)zn(t)
x' = A(t)x. (H)

Note: The zero vector z(t) =0 =
(0
0 is a solution of (H). This so-

\ 0 )
lution is called the trivial solution.

12



THEOREM 1. If x; and x5
are solutions of (H), then u=x71+
X> IS also a solution of (H); the
sum of any two solutions of (H) is

a solution of (H).

13



THEOREM 2. If x is a solu-
tion of (H) and « is any real num-
ber, then u = ax Is also a solution
of (H); any constant multiple of a

solution of (H) is a solution of (H).



In general,

THEOREM. If xq, x5, ..., Xz

are solutions of (H), and if Cq, Co, ...

are real numbers, then

C1x1 + Coxo + -+ + Cpxy,

is a solution of (H); any linear com-
bination of solutions of (H) is also

a solution of (H).

14



Linear Dependence/Independence

of vectors — in general Let

( v11 \ ( v12 \
i) =| 2|, 2 =| 2 |,
\ Un1 \ Un2 )
[ V1 )
s v = | 2
\ Unk /

be vector functions defined on some

interval 1.

15



T he vectors are linearly dependent
on [ if there exist k£ real numbers
c1, ¢, ..., Cr, hot all zero, such

that

c1vy(t)Fcovo(t)+- - +epvi(t) =0 on I.

Otherwise the vectors are linearly

independent on 1.

16



THEOREM. Let

vi(t), vo(t), ..., vi(t)

be k, k-component vector func-
tions defined on an interval [I. If
the vectors are linearly dependent,

then the determinant

U1l V12 " Uik
v v e o o v

W) =|"=2 722" "2FI=0 on
Ukl Vg2 Uk

That is, the determinant is O for all

tel.

17



Equivalently,

THEOREM. Let

vi(t), vo(t), ..., vi(t)

be k, k-component vector func-
tions defined on an interval I. The
vectors are linearly independent if

the determinant

v11 V12 - Uik
O R

Vgl Vg2t Vkk

for at least one t € 1.
18



The determinant

V11 V12 - Uik

v v e o o v
Wiy =| "2t 02

Ukl Vg2 Uk

is called the Wronskian of the vec-

tor functions vy, vo, ..., VL.

19



SPECIAL CASE: Solutions of (H)
THEOREM. Let x1, x5, ..., Xn
be n solutions system of n equations
(H). Exactly one of the following

holds:

1. W(x1, xo, ..., xp)(@) =0 on
I and the solutions are linearly de-
pendent.

2. W(x1, xo, ..., xp)(t) =0 for
all ¢t € I and the solutions are lin-

early independent.

20



THEOREM. Let xq, x5, ..., Xn
be n linearly independent solutions
of (H). Let u be any solution of
(H). Then there exists a unique set
of constants C1,C5,...,C), such

that

u=C1x1 + Cxo + -+ 4 CnXp.

That is, every solution of (H) can
be written as a unique linear combi-

nation of x1, Xo, ..., Xn.

21



A set of n linearly independent so-

lutions of (H)

X1, X2, ..., Xn

IS called a fundamental set of so-
lutions. A fundamental set is also

called a solution basis for (H).

22



Let x1, X0, ..., xXp, be a fundamen-

tal set of solutions of (H). Then
X = C1X1 + CoXp 4 - -+ 4 CnXn,

C1,C5,...,Cy arbitrary constants, is

the general solution of (H).

6275

2€2t> and xpo =

Example: x; = (

€3t :
3; | are solutions of
€

[ 4 —1 j
X = > 1 X  (Verify)

6275 e375

_ 5t
22t o3t = —e>*7#0

W(Xl.XQ) —

23



o2t o3t
T herefore, {( 2€2t> , ( .3t )} IS a

fundamental set of solutions and
o2t o3t
x(t) = Cq 52t + (o 3t
is the general solution of the sys-

tem.

24



III. An n'” order linear equation
can be converted into a system

of n first order linear equations

Consider the second order equation

v+ p(t)y + q(t)y =0

Solve for v’

y' = —q(t)y — p(t)y’

25



Introduce new dependent variables

x1, o, as follows:

L1

|
S

o =121 (=)

26



Vector-matrix form:
/
1\ __ O 1 1
T —q(t) —p(2) T

Note that this system is just a very
special case of the “general” homo-
geneous system of two, first-order

differential equations:
/
1\ _ [ a11(¥) a12(?) | [ z1
T an1(t) aoo(t) T

or

x' = A(t)x

27



Example 1: " -5y +6y=0

Characteristic equation:

Fundamental set:

General solution:

28



In system form:
/
1\ __ O 1 1
()= ()2

Corresponding solutions of the sys-

tem are:
Solution of equation: y
Corresponding solution of system:

(7

Thatis: y—x= (yy,>

29



ot
Y e _ oo 1
Yyip = ¢€ —>(2€2t>—€ (2>

3t
e 1
y2—e3t (3e3t>_€3t(3>

T he Wronskian

€2t e3t

22t 33t
2 AL
and sO x1 = 5e2t | X2 = | 3.3t

IS a fundamental set of solutions of

W(x1,x2) = = #£0

the system.

()= (-

o O
o1 =
N— —
N
8 K
N =
N— —

30



The general solution of the system

IS
2t .3t
x(t) = C1q 502t | T C 3.3t

p2t 3t
and (2€2t 3€3t> iIs the fundamen-

tal matrix.

31



Example 2: ' ——y sy =0

ook for solutions of the form y = t"

y1 = t2, yo = t* are independent

solutions

32



In system form, the equation is:

Corresponding solutions of system:

v—x=( )

33



$2 4
L= | op |0 27| 443

IS a fundamental set of solutions of

the system

/
1\ O 1 1 1
o | — \ =8/t2 5/t |\ 2o |\ x5
T he matrix

> .4
X(t) = (;t Aft3>

iIs a fundamental matrix.

34



Consider the third-order equation

v+ o)y + qt)y +r(t)y =0

or

y'"'=—r()y —q(t)y — p(t)y".

35



Introduce new dependent variables

r1, o, 3, dS follows:

y"' = a3 = —r(t)z1 — ¢q(t)z2 — p(t)z3

The third-order equation can be writ-
ten equivalently as the system of

three first-order equations:

36



—r(t)z1 — q(t)zo — p(t)x3

Ox1 + 1lxo + Ox3
Oxq1 + Oxo + 123

—r(t)ry — q(t)zo — p(t)x3

37



Vector-matrix form:

1\ 0 1 0 1
FIRENEANIT)
T3 —r(t) —q() —pQ) ) \ z3

38



Note that this system is just a very
special case of the “general’ sys-

tem of three, first-order differential

equations:
1\’ a11(t) a12(t) aiz(t) 1
ry | = | ap1(t) aon(t) an3(t) T
T3 a31(t) azo(t) azz(t) T3

or in vector-matrix form:

x' = A(t)x

39



Example 3:

y"" — 3y — 4y’ + 12y = 0.

which can be written

y"' = 12y + 4y’ + 3y".

Set

40



T hen

xg =" = 1221 + 42> + 323

and equivalent system:

T] = X2
I
Ty = I3

:z:’3 = —12x1 + 4x5 + 323
which is

x’l = Oxq1 + 1 x> + Ox3
rh = 0x1 + Ozo + 1 23

:z:’3 = —12x1 + 4x5 + 323

41



Vector-matrix form:
1\ 0 10
o | = O 01
T3 —12 4 3

x' = Ax

or

|

L1
L2
L3

|



y/// . 3y// . 4y/ _I_ 12y — 0

Characteristic equation:

r3_3r2—_4r

12 = (r—3)(r—2)(r

Fundamental set:

{€3t, €2t, 6—275}

General solution:

Yy = 016375 —+ CQGQt —+ 036_2t

42

2)



System:

1 010 1
Tro | = O 01 o
3 —12 4 3 3

If y is a solution of the equation,

then

IS the corresponding solution of the

system.

y—x=|y

43



Equation:
y/// L 3y// L 4y/ _I_ 12y — O

Fundamental set:

Equivalent differential system:

/

1 010 1
ro | = O 01 o
3 —12 4 3 3

44



Solutions:

Yyir — ¢
Yy = ¢
Yy — €

3t

— X1 —

2t —

—>X2_

—2t

3t

3€3t
Qe3t

2t

2€2t
42t

—2t

__QG—QR
4e—2t

3t

2t

45

O W
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3t 2t —2t

36375 26275 _26—275
Oe3t 4e2t 42t

W(Xla XD, X3)

= —20¢3! = 0
T herefore,

e375 6275
X1 — 3€3t ; Xo> — 2€2t
Qe3t 4e2t

6—275

X3 = —26_2t

4e—2t

IS a fundamental set of solutions of

1\ 010)\/xz
Ty | = O 01 o
3 —12 4 3 3

46



and

1 1

X(t)201€3t 3 _|_02€2t 2 —I—C3€_2t

9 4

IS the general solution.

6375 6275 6—275

X = | 3e3t 2e2t —D2e 2t
93t 42t 42t

IS the fundamental matrix.

1
2
4



IV. Homogeneous Systems
with Constant Coefficients

(See Section 3.3)

/
] = a11%1 + a12%2 + -+ a1pTn

/
Ty = ap1x1 + a22x2 + -+ -+ aop¥n

/
Ty = Qpl1T1 T ap2x2 + * -+ 1 AnnTn

where aq1, a1o, ...,ann aAre constants.

47



The system in vector-matrix form is

(z1\ [a11 a1o -+ a1, \[ @1 )
Lo — a1 a2 --- ag2n LD
\zn ) \@n1 an2 --+ ann )\ Tn

or

x' = Ax.

48



Solutions of x' = Ax
Example 1: (See Example 1, pg.

27)

How is the number 2 and the vec-

1 . 0O 1
?
tor ( 5 ) related to the matrix ( 6 & ) .

49



THAT IS:

2 is an eigenvalue of A and

(3

IS @ corresponding eigenvector.

You can verify that 3 is an eigen-

value of A with eigenvector ( :13 )

50



NOTE:
y' =5y’ +6y=0
Characteristic equation
r°—5r4+6=((—-2)(r—3)=0 (x)

Characteristic roots: r1 =2, 1, =3

Fundamental set:

{yp =€, yp=e

51



Vector-matrix system
/
1\ __ O 1 1
x> | |\ —6 5 o
01
1=(-a3)
Characteristic equation:

det(A—)\I)=|_)‘ 1 |

—6 5— A

M_B5A4+6=ML1-2)(A=-3)=0

Eigenvalues: A\ =2, Ao =3

1 1
Fund set: X1:€2t(2>,X2:€3t(3>

52



Example 2: (See Example 3, pg.

38)

e3t 1
x1 = | 3e3t | = e3t| 3
O
IS a solution of

9e3t
/
L1 L1
L2 — L2
3 —1 3

How is the number 3 and the vec-

N O O
> O+
WO

1
tor (3) related to the matrix

)

N O O
> O+
wr o

53



o - M
— O <
o OoON

A
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THAT IS:

3 is an eigenvalue of A and

X

IS @ corresponding eigenvector.
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y/// L 3y// L 4y/ _I_ 12y — O

Characteristic equation:
r3—3r°—4r412 = (r—3)(r—2)(r+2) = 0
Characteristic roots:

r1 =3, ro =2, rg = —2

Fundamental set:

56



Vector-matrix form

1\ 010\/=xz
Tro | = O 01 o
3 —12 4 3 3

Characteristic equation:

—A 1 0
det (A — M) = 0 —\ 1
—12 4 3 -\

=X +3X\°+4X-12=0

or

A3_3A%—42412 = (A-3)(A-2)(\+2) =0

57



Eigenvalues:

M =3, M=2, A3= -2

Eigenvectors:
3t

e
Y1 = e3t — x1 = | 3e3t | = e3t
Qe3t
e2t
yo = el — xp = | 22t | =€
42t
o2t
Y3z = e %t — x3 = | =272 | =

4e—2t

O W

AN

—2t



Fundamental set:

( 1 1 1\
€3t 3 , €2t 2 , €—2t iy
\ O 4 4 /|

and general solution

7\
~~

1 1 1
X = 01€3t 3 _|_02€2t 2 —I-C3€_2t —2
9 4 4

59



In general, given the homogeneous

system with constant coefficients

x' = Ax.

THEOREM 1. If X is an

eigenvalue of A and v is a corre-

sponding eigenvector, then

IS a solution.

60



Proof:

Let A be an eigenvalue of A with

corresponding eigenvector w.

Set x = ey

61



THEOREM 2. If A, Aa, -+, A,

are distinct eigenvalues of A with

corresponding eigenvectors vy, vo, -, Vg,
then
X = e)‘ltvl, Xo = €>\2tV2, cee X = eAktvk

are linearly independent solutions of

x' = Ax.

62



Corollary. If \{, Xy, -+, Ay are

distinct eigenvalues of A with cor-

responding eigenvectors vy, vo, -, Vp,
then
X = e>‘1tV1, Xo = €>\th2, Cee X = eA”tvn

IS a fundamental set of solutions of

x' = Ax and

x(t) = Ci1x1 4+ Coxo+ -+ + Cpxn

IS the general solution.

63



Example 1: Find the general so-

lution of
x' = 2 2 X
2 -1 '
Step 1. Find the eigenvalues of A:

det(A — A1) =

2—A 2
2 —1-2A

=2 - )\—6.
Characteristic equation:
M-2A—6=0O-3)(A\+2)=0.

Eigenvalues: \{ = 3, Ao = —2.

64



Step 2. Find the eigenvectors:

2 — A 2
=22

65



66



A1 = 3, Vl:(i>;)\2:_2’v2:(_é>°

Solutions:

Fundamental set of solution vectors:
2 _ —1

General solution of the system:

2 _ —1
X201€3t(1>—|—02€ Qt( 2).

67



Graphs

I /'/

-« <~ _ ]

68



3 -1 -1
Example 2: Solve xX'=| -2 3 2 |x.
4 —1 -2

(See the example on pg. 8)

Step 1. Find the eigenvalues of A:

3-\ -1 -1
det(A—M)=| -2 3—-) 2
4 —1 —2-)

A3 +4X2 - )—6.

Characteristic equation:
A4\ +6 = (A—3)(A—2)(A\+1) = 0.

Eigenvalues:



Step 2. Find the eigenvectors:

3-x -1 -1
A-X=| -2 3-)x 2
4 -1 -—2-2)

A1 = 3.

70
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Solutions.

Fundamental set of solutions:

1 1
X1=€3t —1 , X2=€2t O),
1 1
1
X3=€t(—3).
4

73



The general solution of the system:

1 1 1
x = C1e3t | =1 |+Coet | 0 |+Cze7 | =3 |.
1 1 7

74



Example 3: Find the solution of

the initial-value problem

3 -1 —1 1
x=|-2 3 2|x, x(0)=| -3|.
4 —1 -2 1

(See Example 2.)

General solution:

1 1 1
x = C1e3t | =1 |+Coet| 0 |+Cze7 | =3 |.
1 1 7

To find the solution satisfying the

75



initial condition, set ¢t = 0 and solve

1 1 1 1
c1| -1 |+Co| 0 |+C3| =3 | =] =3

1 1 7 1
or

11 1 C1 1

—1 0 -3 Co [=| =3 |.

11 7 C3 1
Augmented matrix:

11 1] 1
-1 0 —3|-3
11 7 1




Solution:
Ci1 =3, Co=-2, C3=0.

T he solution of the initial-value prob-

lem is:

1 1
x =33t | —1 | — 22| 0 |.
1 1
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Example 4: Find the general so-

lution of
—4 1 1
x = 1 5 —1 [x
O1 -3

Step 1. Find the eigenvalues of A:

—4 - 1 1
1 5—\ -1
O 1 —-3-A

det(A — A1)

= — 23— 2X2 +23)\ 4+ 60.

Characteristic equation:

A34222-230-60 = (A +3)(A+4)(A\—5) = 0.

77



Eigenvalues:

0O 1 —-3-A
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Solutions:

1
A= -3 vi=1| 0],
B

10
Ay = —4 . vo = | —1 [,
5

1
)\3252 V3 = 8 |.
1

Fundamental set of solutions:

1 10
X1 = e St 0 , X0 = e M| —1 :
1 1
1
X3 — €5t 8 .
1
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The general solution of the system:

1 10 1
x = Cre 3| 0 |4+Coe ¥ | —1 |4+C3e°| 8
1 1 1
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