Probability Formulas
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When f is the bivariate probability density or probability mass function for the pair
of random variables (X,Y)

fx (z) = Z f(z,y) in the discrete case

Y

fx(z) = / f(z,y)dy in the continuous case

fy (y) = Z f(z,y) in the discrete case
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fr(y) = / f(z,y)dz in the continuous case
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fx (z) = Z fx(z|Y =v)fy(y) in the discrete case

fx(z) = / fx(z|Y =1t)fy(t)dt in the continuous case

Iy (y) = Z fr(y|X = z) fx(z) in the discrete case

fr(y) = / fr(y|X =t)fx(t)dt in the continuous case
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Bernoulli.
f(0)=gand f(1) =p
where 0 < p<landgqg=1-—p.

Binomial.
n

f(k) = (k>pkq”_k for k=0,1,...,n
where n is a positive integer, 0 <p <landg=1-—p.

Poisson.
Mk

f(k) = k:')\ for k=0,1,...

where A is a positive real number.

Geometric.
f(k) =pg" for k=0,1,...

where 0 < p<landg=1—p.
Negative binomial.

r+k—1

= ("5

>p7"qk for k=0,1,...

where r is a positive integer, 0 <p<land ¢=1—p.

Uniform.
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where a and b are real numbers with a < b.

Normal.

1 (v — p)?
f(z) = exp [ ———=—— | for all real numbers
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where 1 and o are real numbers with 0 > 0. When ¢ = 0 and o = 1, the cumulative
distribution function is denoted by .

Exponential.
f(z) =Xe™ for 2 >0

where A is a positive real number.
Gamma
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where each of r and ) is a positive real number.
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