Linear Algebra

Philip W. Walker

1 Section 5.6

1.1 The Inverse of a Matrix

Definition 1 Saying that an n X n matrix A s invertible or has an
muverse means that there there is an n X n matrix B such that

AB =1,
where I, 1s the n X n identity matrix.

Remark 2 Not every matriz s invertible.

11 a b\ (a+c b+d y 10
00 cd) 0 0 01
so the matriz
11
00

Theorem 3 If the nxn matrix A is invertible, there is only one matrix
B such that

18 not invertible.

AB = I,.
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Remark 4 The matrix B must also be n X n.

Definition 5 If the n x n matrix A s invertible, the matriz B such
that AB = I,, is called the matrixz inverse to A or the inverse of A or
A-inverse and is denoted by A~

Theorem 6 If each of A and B is an n x n matriz and BA = I,, then
A is invertible and B = A",

Theorem 7 If A is a 2 X 2 matrix with

- (2h)

then A is invertible if and only if det A = ad — be # 0, in which case,

1 d —b
Al = :
ad—bc(—c a)

You should memorize this formula.

Remark 8 Suppose that A is an n X n matrix. Here is a procedure
to determine whether or not A is invertible and find A~' if it exists.
Form the n X 2n matriz

(A 1,]

and perform elementary row operations to put it into reduced row-
echelon form. If the result is

[ I B]
then A is invertible and B = A~'. If the result is
| C D]

where each of C' and D is an n X n matriz and C # I, then A is not
invertible.



Example 9 Let

1 0 2
A=1 2 -1 3
4 1 8
Then
1 02100
[A13]22—13010
4 18 001

—2R; + Ry — Ry and — 4Ry + R3 — Rj3

1 0 2 100
0 -1 -1 =210
0 1 0 —-401
R —
R2<—>Rg
1 0 2 100
0 1 0 —-401
0 -1 -1 -2 10
Ry 4+ R3 — Rj
10 2 1 00
01 0 —4 01
00 -1 -6 11
_—
—R3—>Rg



102 1 0 O
010 -4 0 1
001 6 —1 —1
—2R3 + Rl — Rl
100 —11 2 2
010 —4 0 1
001 6 —1 —1
Since the left half of this matrix is I3, The matrix A s invertible and

A~Yis the right half.

-11 2 2
At=| -4 0 1
6 —1 —1
Example 10 Let
1 3 —4
A=11 5 -1
3 13 —6
Then
1 3 —-4100
[Alg}:15—1010
313 -6 001

—Ri+ Ry — Ry and — 3Ry + R3 — Rj3

o O =

= DN W

S W =~
|

W = =

o = O

—_ o O



—_

%RQ — RQ

—_

3 —4 1 00
13/2 —1/2 1/2 0
4 6 -3 01

S O

—4R2 + R3 — R3

13 —4 1 00
1 3/2 —1/2 1/2 0
00 0 -1 —21

S

—_
—Rg — R3

13 —4 1 0 0
01 3/2 -1/2 1/2 0
00 0 1 2 -1

1
—3Ry+ Ry — Ry ,533 + Ry — Ry and —Rs + Ry — R;

10 —17/2 0 —13/2 5/2
01 3/2 0 3/2 —1/2
oo o0 1 2 -1

The left half of this matrix is not I3 so the matrix A is not invertible



Remark 11 If A is n x n and invertible the system
AX =B

which is equivalent to (1) in Section 5.3 in the notes can be solved by
multiplying each side of the equation on the left by A=1.

A'AX = A7'B
I,X=A'B
X=A"'B

Example 12 Use this method to solve the system

r+2y—2z = 2
r+y+2z = 0
r—y—z = 1

Solution. The matrixz formulation of this system is

AX =B
where
1 2 -1 T 2
A=11 1 2 , X=|y |, and B= |0
1 -1 —1 z 1
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100 % ; 2
010 35 0 —%
001 3§
SO
1/9 1/3  5/9
Al = 1/3 0 —1/3
—2/9 1/3 —1/9
Thus
1/9 1/3  5/9 2 %
X=A"'B= 1/3 0 —1/3 0=1 3
-2/9 1/3 —1/9 1 —3
Thus

r=7/9, y=1/3, and z = —5/9
1.2 Determinants

Definition 13 If A is a 1 X 1 matriz with A = (a), the determinant
of A is a.If A is a 2 X 2 matrixz with

a b
a=(ta)

the determinant of A is ad — bc.

Definition 14 The determinant of a matrix A is denoted det A.



Definition 15 When A is an n X n matrix with n > 2,and each of
i and j is a positive integer with i < n and j < n, then A(i | j) is
the (n — 1) x (n — 1) matriz obtained by removing the ith row and jth
column from A. (You will not find this notation in the test.)

We define the determinant of an n x n matrix recursively by ex-
pansion across the top row.

Definition 16 When A is an n X n matriz with n > 2

det A= (—1)"7 Ay det A(1 | j).
j=1

Example 17

det

:adet<2 ‘é)—bdet(g ];>+cdet(;l Z)

It is also true that one can expand across any row or down any
column.

Q Q.9
o o o
<. 0

Theorem 18 When A is an n X n matriz with n > 2 and 1 is an
integer with 1 < i < n then

det A= (=1)" A;det A(i | ). (1)
j=1
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When j is an integer with 1 < j < n then
det A= (—1)"" A;det A(i | ).
i=1

Example 19 Ezpanding across the second row we have

a b c
det | d e f
g h 1

b ¢ a c a b
——ddet<h Z.>-l-edet<g Z.>—fdet(g h>

Ezxpanding down the third column we have
det

d e a b . a b
:cdet(g h)—fdet(g h)-i—zdet(d e)

Remark 20 When using this procedure, you should pick the row or
column with the largest number of zeros.

o Q.9
> o o
.S 0

A more efficient way to find the determinant of a large matrix is to
use elementary row operations to transform the matrix into triangular
form. First some definitions.

Definition 21 The main diagonal entries of an n X n matriz A are
the entries Aq1, Asa, ..., App.



Definition 22 Saying that a matriz is upper triangular means that all
entries below the main diagonal are zero. Saying that a matriz is lower
triangular means that all entries above the main diagonal are zero.
Saying that a matrix is triangular means that it is upper triangular or
that it 1s lower triangular.

Example 23 Continuing to expand down the first column at each
stage, we have

a b c d e f g
det 0 e f Il =adet| 0 h i | =ae h ; = aehj.
00 h 1 00 i 0y
000 j /
Example 24 Continuing to expand across the first row at each stage,
we have
a 000
c 00
det be 00 =adet | e f 0 | =acdet fO = acfj
d e f O : i
o h @ j
g hij

These examples illustrate the following theorem.

Theorem 25 The determinant of a triangular matrix is the product
of its diagonal entries.

We need to know how elementary row operations affect the deter-
minant of a matrix.
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Theorem 26 Suppose that A is an n X n matrix and B comes from
A by an elementary row operation.

1. If A— B by R; < R; where i # j then det B = —det A.
2. If A— B by cRi — Ri where ¢ # 0 then det B = cdet A.
3. If A— B by cRi + R; — R; then det B = det A.

Example 27 Find det A using elementary row operations when

6 1 12
A=\|1 -4 3
4 1 8
Solution. Let A; = A
Ry < Ry
1 —4 3
6 1 12 | = A,
4 1 8
—6R1 + Ry — Ry —4R1 + R3 — Rj3
1 —4 3
0 25 —6 | = A3
0 17 —4
17
—2—532 + Rg — Rg
1 —4 3
0 25 —6 | = Ay
0 0 =

11



det A2 = —det A1
det A3 = det A2 = —det Al

detA4:detA3:—detA1
2

det Ay = (1)(25)(=) =2
et Ay = (1)(25)(5¢)

Thus
det A =det Ay = —det Ay = —2.

Definition 28 Saying that an n X n matrix 1s singular means that
its determinant is zero. Saying that it is nonsingular means that its

determinant is nonzero.

Theorem 29 An n X n matriz is tnvertible if and only if it is nonsin-
qular.

1.3 Additional Properties of Determinants

Definition 30 When A is m xn, the transpose of A denoted A is the

nxm matrix whose t—j entry is Aj; fori=1,... ,nandj=1,...,m.
Example 31
abecd\ ZJ ; !
e fgh| = f
i ok ¢ gk
J d hl
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Example 32

, a
( a b c ) =\| b
c
Theorem 33 When A isn X n,
det AT = det A.

Theorem 34 If the n X n matriz A has an all zero row or an all zero

column, then det A = 0.

Theorem 35 If the n x n matrix A has two identical rows or two

tdentical colums, then det A = 0.

Theorem 36 If each of A and B is n X n,then

det(AB) = det Adet B.

1.4 Cramer’s Rule

Theorem 37 Suppose that the n X n matrix A is nonsingular.

system

Apxy 4+ Apre + -0 + Az, = B

AglfL'l + AQQIQ + -+ Aann = B2

Anlxl + An2x2 + -+ Annxn = Bn
has a unique solution (x1,xs, ..., x,) where

det A; ,
= or ) =1 n
7 det A for j Y
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where A; is the n X n matriz obtained by replacing the jth column of

A with
By

Bo
Bn
Example 38 Use Cramer’s Rule to solve the system.
rT+2y—z = 2

r+y+2z = 0
r—y—z = 1

Solution.
1 2 -1
det| 1 1 2 =9
1 -1 —1
and
2 2 -1
det{ 0O 1 2 =7
1 -1 —1
S0
x="7/9.
1 2 —1
det | 1 0 2 =3
11 —1
S0
y=3/9=1/3.
1 2 2
det{ 1 1 0 | =-5
1 -1 1
S0
z=-5/9



1.5 Some Connections

Theorem 39 Suppose that A is an n X n matriz. Fach two of the
following statements are equivalent.

1. The system AX = B has a unique solution for each n-dimensional
column matrix B.

2. A is invertible.

3. The reduced row-echelon form of A is I,,.
4. det A#0

5. The rank of A is n.

Theorem 40 If the n xn matriz A is invertible, then the i-th row and
j-th column entry of A Lis

1
det A

(=1)"" det A(j]7)

fori=1,....,nandj=1,...,n.

1.6 Suggested Problems
Do the odd numbered problems for Section 5.6
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