MATH 2331
PROPERTIES OF THE DETERMINANT

4th

Adapted from Introduction to Linear Algebra by Gilbert Strang, edition.

1. DEFINING PROPERTIES

(1) The determinant of the n x n identity matrix is 1.

(2) If A and B are n X n matrices, and B is obtained from A by exchanging
two rows of A, then det B = — det A.

(3) (a) If B is obtained from A by multiplying row j of A by ¢, then det B =

cdet A.
(b) If
u+v u v
A | 2 a2 | a2 |
a,, a, a,

then det A = det A’ + det A”.

2. PROPERTIES THAT ARE PROVED FROM THE DEFINING PROPERTIES

(4) If two rows of A are equal, then det A = 0.

(5) If B is obtained from A by subtracting a multiple of one row from another
row , then det B = det A.

(6) If A has a row of zeros, det A = 0.

(7) If A is upper triangular or lower triangular, then det A = aj1a92 ... ap, =
product of the diagonal.

(8) If A is singular then det A = 0. If A is invertible then det A # 0.

(9) det AB = det Adet B, if A and B are n x n matrices.

(10) det AT = det A.

3. COFACTOR FORMULA

det A = Zaij (71)i+j det Aij = Z(Zij (71)i+j det Aij
j=1 i=1

The first sum is a sum across row %, where ¢ is a fixed integer between 1 an n. The
second sum is taken over column j, 1 < j < n. A;; is the matrix that remains after
row ¢ and column j are deleted.

The ij-th cofactorof Ais Cy; = (—=1)"* det A;j. One can show from the cofactor

formula that C = (AT)f1 det A. This implies Cramer’s rule (section 3.3).
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2 PROPERTIES OF THE DETERMINANT

4. THE BiG FORMULA

Let S, be the set of all n x n permutation matrices. .S, is actually a group, but
we don’t need that. If P € S, define P(j) = ¢ if and only if P;; = 1. Because P
has only one ”1” in each column, for each j there is only one such i. Then

detA = Z G,lp(l)agp(g) cee Clnp(n) det P.

PesS,
4.1. Example. Let
1 0 a O
01 b O
A= 0 0 ¢ O
0 0 d 1
Then
1 0 0 O 00 10 1000
00 10 01 00 01 0 0
detA=cdetI+b| o o ol+aly o o ol T4l 0 0 ol=¢
0 0 0 1 0 0 0 1 0 0 0 1
We could express this in terms of permutation matrices like this:
1000 0010 1000
0 010 01 0 01 00
det A=cdetI+b-01y | o o +a0l o o o Td0lg o ¢ 1 =¢
00 0 1 00 0 1 0010
4.2. Example. Let
01 00
1 0 1 0
A=1o 1 0 1
0 0 10
Then
01 00
1 0 0 O
detA—OdetI+10 00 1 =1
0 01 0

All other terms in the expansion of the determinant of A are zero.
The cofactor formula would also work well for these examples.

5. TWO PROOFS OF PROPERTY 10: det AT = det A

5.1. First proof. One proof of this property involves the “LU” factorization that
comes from Gaussian Elimination. The basic elimination step is subtraction of a
multiple {;; of row ¢ from row j, with ¢ < j. This is the same as multiplying A on
the left by a matrix E;; which is I — lijeiejr, or I with —lij in row 4, column j.
Every such E;; is lower triangular with 1’s down the diagonal. If we do three such
steps on a 3 X 3 A, we obtain:

EsxE31Ea1A=U,

where U is lower triangular. If F = F39F31 o then F is lower triangular with 1’s
down the diagonal.
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The inverse of F;; is L;; where L;; is F;; with the sign of I;; reversed, to add l;;
times row ¢ back to row j. Then

E™'= Ly L3 Ly = L.

L is lower triangular with 1’s down the diagonal. As an interesting note, for the
3 x 3 example,

1 0 0
L=1lsg 1 0
l31 I3z 1

Then A = LU, so det A =det LdetU = detU = uj1ugs -+ - Unp. If row exchanges
were performed, then for some permutation P we have PA = LU, and det A =
det P~tdet U = det Pdet U. (P~! = PT so det Pdet PT = 1 and both are £1 by
row exchanges, so det P = det PT.)

Now AT = (LU)" = UTLT, so that det AT = det (UT) det (LT), where U is
lower triangular and L7 is upper triangular with 1’s down the diagonal. So det AT =
Uil - - Unn = det A. If row exchanges were performed then AT = UTLTPT and
det AT = det U det P = det A.

Whew!

5.2. Second proof. This proof uses the Big Formula. Let AT = B, with ai; = bj;.

det A = Z a1p(1)a2pP(2) " AnP(n) det F)7
PesS,

Z ap-1(1)10p-1(2)2 " * " Gp—1(n)n det P
PesS,

= Z ar)1072)2 *** A1 (n)n det P
P€S,,, T=P~1
Note again that det T = det P~! = det P. So
det A = Z aT(1)147(2)2 * ** OT(n)n detT
TeS,

= Y birbor(z) - burn) det T = det B = det A”.
TS,



