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Empirical probability (experimental probability) of an event is the ratio of

the number of outcomes in which a specified event occurs to the total
number of trials, not in a theoretical sample space but in an actual
experiment.

1. A die is rolled 60 times with the following results recorded:

Outcome |1 23 4|56
Frequency 106 12 9|8|15

The empirical probability of getting a 3 1s:

A. 1/12 12
B. 1/10 L0
C. 1/6
D) 1/5
E. 1/4


Bekki George


Expected Values

Consider the table below which gives the number of years required to obtain a
Bachelor’s degree for graduates of high school A, and the number of students who
needed each:

Years X 3 4 5 6

Number of 17 23 38 19 Q7 studunks

g (\cq\ 7/g1 *3/ 4 3% /6 1%/39

How would compute the “average” number of years required by graduates of high
school A?

317 4+ 4(23) #5389 + (14)
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The “average” value of a rv X 1s called the “expected value” of X.

Def: Let X be a discrete rv with set of possible values D and pmf p. The expected
value or mean value of X, denoted E[X] or i, orjust u is \E [X :|= 2.xf (x)

xeD

Properties of Expected Value and Variance:

§+6+6 e
1. E:C]zc for any constant c € R = b

». E[ax+or]=ae[x|+ee[r]  E[a¥] = 0 EY] 2

3, E[4(x)]= X (¥ £¥46) = 07 + b

e xeD

‘LE'V(X)zE_(X—u)z or V(X):E[XZ]_E@& tf[")(t” = G‘E[X]ib




Ex):( JLet X h]ave pnlf. givg:n by [
X 1 2 3 4
f(x)| 04|02/ 03]0.1

Determine E[X], E[Xz], and use the formula ¢° = E[Xz]{?[)f}z to determine
the standard deviation of X.

FOCT ()4 (D) ¥303)+d(0) = 2y
EB{”] = |[."I\+L1[-'131-‘](.3)+ |U(|\ Sg-g
V] = & = 55— al* = |.0]

O = 4108 =] 04Y



Determine the expected value and variance of the rv Y defined by
Y=5X- 1, where X is given in the previous problem.

ELyl- gloy-1] - s E[x] - |
=5 (2)) -

=10.5 -1 = q5’

VYT = VEs-1]= VISX] = 62 VIXT = 25 (1.04)

~\— =

= 1.35
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Suppose X is a rv with E/X] = 3.7 and Var/X] = 2.25 and Y =2X— 3. Find:
2. E[Y]

a. 7.4

b.4.4
c. 3.7
d. 2.5
e. none of these

3. Var[Y]
a.p
b. 4.5
c.3
d. 3.7
e. none of these
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The Binomial Probability Distribution
Definition: A Bernoulli Trial is a random experiment with the following
characteristics: X=0 o6 X=
1. The outcome can be classified as either “success” or “failure” (where these
are mutually exclusive and exhaustive).
2. The probability of success is p, so the probability of failure is 4 =1—p.

e.g. a coin is flipped (heads or tails), someone is pulled over for speeding (ticket or

warning), etc. N'P =-J2' QD':ji Hee Whare Sunwss is \(ollt'\a 4\

~

P=\/Lw %-.:b}u

Suppose that a coin is flipped. Let X be the random variable that indicates that
heads was flipped (i.e. X =1 ifheads X =0 iftails). Here heads represents
“success” and tails represents “failure” so that X is a Bernoulli random variable.
1 L
/2 1



n

Suppose that we flip a coin 10 times. This is a sequence of Bernoulli trials. We
are interested in calculating the probability of obtaining a certain number of heads.

Let X, indicate heads on the i-th flip.

YD ov |
Define Y=X1+z\f2+.--:-le10.. What does Y represent? 4t o—F he_oq;LC.. in V0
' Hips
What is the probability that Y =02 P(y-0) = P(no hewds) = | o
1° o2y
What is the probability that Y=12 P[Y=1)< P(one head) . 10
Al

g
C ey (LY /4
What is the probability that ¥ =22 P(Y = &) - ‘0—9‘—0?-‘ - PR (2

What is the probability that ¥ =7 where 7=0,1,2,.,102  §(Y=p)-



Here Y is the sum of 10 independent Bernoulli trials. We call this type of random

variable a Binomial random variable.

A random variable X is a Binomial random variable if the following conditions are
satisfied:
1. X represents the number of successes on # Bernoulli trials. J}\ yed ¥ ot Hri s
342, The probability of success for each trial is p. Same P for eoch 4
. The trials are mutually independent.

If X 1s a binomial random variable with probability p of success on each of » trials,

we write X ~ Binomial(n, p) nNe ¥ of b ol
If X~ Binomial(n,p) , then K= H D'F Cu.elessSes
P(X=x)= (nlpx (1-p)"", wherex=0,1,2,...,n
x .
R commands: '\O’Y

P(X:_x)zgm(x,,?,p) _‘_bmo‘m( )
P(XSx) =£binom(x,n,p): P()(:—D\Q-P()(:hﬂo()(:g}\. H?Q(_:_E)

P(X > x)=1- pbinom(x,n, p)



X
If =

» » what is the expected value of this statistic?

2

E[X]=np |
o’ =np(1-p) 6 =N nP“'—P)

Example: Suppose that at a 4-way stop in a certain subdivision, only 12% of
drivers come to a complete stop. What is the probability that among 8 drivers, at

——

least 6 of th 1l run the stop sign?
east 6 of them will run the stop sign n

WZT 3 p= ﬁjﬂm("n 3, 38 +dnrn(T,3,.98) + dbtnom (3,3)
P(X 2) =Plk=1) +Px=1) + Hx=5)
|- P(X ¢5) = |- Pbmrm(S,S),H): 9%

What is the expected number of drivers who will run the stop sign?

9(.23) =7.0¢




N Bl (n,p) O

Ex: Suppose X ~Binomial(12,0.3) —
Determine (2 X <5) J O | IL: 5 ‘Hl < b1 349 lo (] ]2

= Plx=2)+ P (x=3)+P(x= 1) = dbnim(a 12,.3) +dhinom (35123)
+ Abnom (4 12,3

= P(X4) - POY£ |) = plowwm(4,12,.3)- Pmmtl 3,3

<. > pbinom(4,12,.3)-pbinom(1,12,.3)
[1] 0.6386304

Determine P(X >5)

\_ P(XL g\ 1-pbinom(5,12,.3)

[1] 0.1178487
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4.Seventy percent of all trucks undergoing brake inspgction at a certain
il nspection. Consider a group of 15 trucks. What is the

probability that between 10 and 12 trucks inclusively pass the

inspection? P( 1D é_/rélZ)

a,) 0.5948

b. 0.3887 _ P(Xé_]g\\_P(Xé_.ﬂ
c. 0.2186

d. 0.5008 > pbinom(12,15,.7)-pbinom(9,15,.7)

[1] 0.5947937
e.none of these

5. Find the mean and standard deviation for the rv X as described in the

problem above. _ _
a.Mean = 10.5, standard deviation = 3.15 IS (‘7\

b.Mean = 4.5, standard deviation = 3.15 — —
c/Mean = 10.5, standard deviation = 1.77 é = “ﬁb (’])(3)

d.Mean = 4.5, standard deviation = 1.77 > 15+7

1110.5
e.None of these L]sqrt(15*.7*.3)

[1] 1.774824
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