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Popper 18
1.What effect does increasing the level of confidence have on the width
of a confidence interval? Does it make it longer, shorter, or stay the
same?

@Longer
b.Shorter
c.Stays the same



Some General Concepts of Point Estimation

Definition - tuldbe Mo S o 3o p

A point estimate of a parameter 0 1s a single number that can be regarded
as a sensible value for 6. " come populatiovn Valuy - sample valus
A point estimate is obtained by selecting a suitable statistic and computing
its value from the given sample data. The selected statistic 1s called the
point estimator of 6.

Example: Consider the accompanying 20 observations on dielectric

breakdown voltage for pieces of epoxy resin.
2446 25.61 2625 2642 26.66 27.15 27.31 27.54 27.74

27.94 27.98 28.04 28.28 2849 2850 28.87 29.11 29.13
2950 3088 Jatw= o (2dyy,a5.00,... )

> qqnorm(data)-
> qqline(data)




Normal Q-Q Plot
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The pattern in the normal probability plot given there is quite straight, so
we now assume that the distribution of breakdown voltage 1s normal with
mean value .

Because normal distributions are symmetric, 4 is also the median lifetime
of the distribution.

The given observations are then assumed to be the result of a random
sample Xi, X, . . . , Xy from this normal distribution.
Consider the followng estimators and resulting estimates for u :
a. Estimator =x ", estimate = = = Xx; /n = 555.86/20 = 27.793
b. Estimator =x™ssfimate = : = (27.94 + 27.98)/2 = 27.960
c¢. Estimator = [min(X;) + max(X;)]/2 = the average of the two extreme
lifetimes,
estimate = [min(x;) + max(x;)]/2 = (24.46 + 30.88)/2 = 27.670
d. Estimator = Xy;¢), the 10% tr1 d mean (discard the
smallest and largest 10% of t}fl:z;n’q)m‘d then
average),
estimator = X j0)= 27.838



Each one of the estimators (a)—(d) uses a different measure of the center of
the sample to estimate . Which of the estimates is closest to the true
value?

We cannot answer this without knowing the true value.

Definition
A point estimator 1is said to be an unbiased estimator of @ if E(6) = 0 for

every possible value of 6. If 4 is not unbiased, the difference E(8) — 6 is
called the bias of 4.

That is, 6 is unbiased if its probability (i.e., sampling) distribution is always
“centered” at the true value of the parameter.

Proposition

When X is a binomial rv with parameters # and p, the sample proportion
p = X/n 1s an unbiased estimator of p.

No matter what the true value of p is, the distribution of the estimator p
will be centered at the true value.



Proposition
Let X3, X5, . .., X, be a random sample from a distribution with mean u and

variance o °.

Then the estimator
_ 22X — X))’

6_2:53_

n— 1
is unbiased for estimating o °.

Proposition

If X1, X5, . .., X, 1s arandom sample from a distribution with mean u , then
X is an unbiased estimator of y. If in addition the distribution is
continuous and symmetric, then X and any trimmed mean are also
unbiased estimators of (L.



S—

= 3l X
Ex: Suppose you administer a certain aptitude test to a randgim sample of
36 students in your school, and that the average score is 105. We want to
determine the mean of the population of all students in the school. Assume

a standard deviation of o= 15 for the test. q)norm( 1-%3) = |- CL.
| - (I-CL) a_lﬂu, l+eL

wa
_ ——

=

What 1s the z* value for a 98% confidence interval? Z7*- * OSVW:L L\,q i) L\

e ————

Sketch the distribution of sample means. Label the x-axis appropriately out
to 3 standard deviations. S = War <3<

T Dl

&1 '9-12)4 | ¢ IDS |1~ |\0 2‘1 \\1,<
Determine the 98% confidence interval for the mean score ¥ for the whole

school. X 1 2 [_{é_v\_) = X * me
[ER QM) (QQ..IYQJ 110.81€)

What is the margin of error? ¥ 5,318



Write a sentence that explains the significance of the level of confidence. (98%)
1 we repesked o procese 100 hmes | apprivim 18

bf W indirvads Ynd Wil ortpon Uy rue Jo0p L

Men 0 ptihds dest store .
Write a sentence that explains the significance of the confidence interval.
Ne e 987 by idewt Hu frw i aph Tude 3t s tore
is hten 99,195 s 110,91€

What sample size would be needed to have a margin of error at most 4

points? me ;%*.% ,Q..?,;lb(%) < Tn
4336 () < 4 [a‘?’“('%ﬂzsb
n .08 ¢n IN=TT]

How would a confidence interval of this same data change if the confidence
level were 95%, instead of 98%?

A SmiMan byl
2* 2 \-(\\J



The assumption that we have made is that we know the standard deviation
of the population. If we don’t know the standard deviation of the

. . . . . 2 .
distribution, we may use the sample standard deviation, S~ as a point
estimate for o°.

The ¢ distribution:

Let X;5%,,---,X, constitute a random sample from a normal population
distribution. Then the probability distribution of the standardized variable

1s the ¢ dlstrlbutlon w1th n—1) degrees of freedom




Confidence Interval (with o unknown)

When X is the sample mean from a population whose distribution is
normal (or at least approximately normal), and ¢ is unknown, the (1-«)
confidence interval for p 1s the interval

XXl - *;
G = ge(1.te)a | df)

Note: your book (and many others) allow the use of the normal distribution

if n > 30 when o is unknown. We will just stick with using the t
distribution when ¢ 1s unknown regardless of the sample size.

Example:
For a ¢ distribution with 8 degrees of freedom find ¢ so that P(T>c)=0.025
d]C 3 k 1S
(n=9) %'t ,0|‘|5)@> 3

= %30(
If T has 25 degrees of freedom, what would ¢ be?
at (475, 86) = 20545



_ PoPultukm St.dey. €= sample st. dev.

Example: The mean p of the times it takes a lab technician to perform a
certain task is of interest. If the lab technician was observed on n=16
different.occasions and the mean and standard deviation of these tlm;)
were 4.3 minutes and % minutes respectively. Give a 95% ¢ confidence
interval for her mean completion tim

erval tor her mean completio € L. 1* -%t(|.%/2 )s)

-—i%¥Gﬁ> 7= 31374s

~ [ b
43r UREIR S (\I—-—-)
l [’ > me=qt(1.95/2,15)*.6/sqrt(16)

(347, 4.62) e

[1] 3.980283
> 4.3+me
[1]14.619717




Example: The mean breaking strength X of a sample of 7=112 steel beams
1s 42,196 pounds per square inch, and the sample standard deviation is

s=614_ Provide a 90% confidence interval for the mean breaking strength
u. Provide a 95% confidence interval for p.

X =4214, S=614 0% = +* . OU'[T(I."I/;I) 1) = Ll

Nk
Worer Yaiak t ). m\ = .(451044.77, 49204.93)

4 ¢ 1 (4an%l.b3, 123 |0.‘H)



£(1.99
Popper | = 3. 3/§S) )

S
2. The weight of 9 men have mean 175 lbs. and a standard deviation 15

Ibs. What is the margin of error of the mean for a 99% confidence interval?
a. 12879  b. 19445 ¢ 5 16.777

mple of n =16 completion times for a particular task for a lab
et a sample mean of 4.3 minutes and a sample standard




Hypothesis Testing
A statistical hypothesis is simply a statement about one or more
distributions or random variables.

Statistical testing of hypotheses is an area of statistics that deals with
procedures for confirming and refuting hypotheses about distribution of
random variables. Hy: W= 34

Ho: < 3Y
Def: The null hypothesis, denoted by H,, is the claim that is initially

w,—./\_a —_— .
assumed to be true. The alternative hypothesis, denoted by 1, or H, is
the assertion that is contradictory to H,,.

The null hypothesis will be rejected in favor of the alternative hypothesis
only if sample evidence suggests that H,, is false.

If the sample evidence does not sirongly contradict H,, we will continue to
believe in the plausibility of the null hypothesis.



Hypothesis Testing has 2 possible conclusions:
1. Reject H,

2. Fail to reject H,,

The Test Procedure:
1. A test statistic which 1s calculated from the sample data, and
2. A rejection region, which 1s based on the distribution and the desired

confidence level. /\Ir

(77

We will reject H,, if the test statistic lies in the rejection region.



Possible Errors and Operating Characteristic Curves
Type 1 error: rejecting Hy when H, is true.
Type 1l error: failing to reject Hy, when H, is true.

In other words,
A type I error occurs when you reject a true null hypothesis.
A type II error occurs when you fail to reject a false null hypothesis.

We need to try our best to have procedures such that either type of error is
unlikely to occur.



Let’s look at this:

Truth

Person is innocent. Person 1s guilty

—
Guilty Error @
Not Guilty @ Error

Decision
of Jury




In general:

Truth
(for population studied)

H,True H,False
: Correct Decision

Rej ect'Hg Type I Eftror (Power)
Decision
(based on
sample)

Fail to reject -

H, Correct Deczsz.on Type Il Error

By determining & (our level of significance) we can try to control for the
type 1 error.



o = P(type I error) = P(H,, is rejected when it is true) = P(H,, 18 rejected‘ H, true)
B = P(type Il error) = P(H,, is not rejected when it is false) = P(H, is NOT rejected| H , false)

The Power of a test against an alternative hypothesis is the probability that
a fixed level « significance test will reject the null hypothesis when that
particular alternative is true.

<Power = 1 - P(Type II error)

H,: I will be better off if I take no action.
H.: I will be better off if I take action.

Type I Error would correspond to taking action when you would have
been better off not doing so.

Type II Error would correspond to taking no action when you would have
been better off taking action.

Power would correspond to taking action when you would have been better
off taking action. A-C I



