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4 Rate Distortion Theory

4.1 Distortion measures

4.1.1 Problem. Given a DMS {Xj}∞j=1 with H(X1) is greater than the channel capacity C, can
we control the transmission quality?

Strategy: Insert a lossy compression mapxj → x̂j so that H(x̂j) < C so that the transmission is
perfect with overwhelming probability ,so errors are intentional to reduce the amount of data

4.1.2 Definition. A distortion measure of a map (a cost function)
α:A x Â → R ,where A is the alphabet of the sequence of the source,Â is the reproduction
alphabet. Often Â⊂ A as part a data reduction strategy .

4.1.3 Example. Assuming measure Q is uniform on A={1, 2, 3, 4} , we want to find Â ⊂ A,
���Â

���
=2 and

d(i,j)=






0 if i = j

1 if i, j ∈ {1, 2} or, i, j ∈ {3, 4}
2 if else

what map x → x̂ minimizes E [d (x, x̂)] ?

If we choose Â ={1, 3} and let

x̂=

�
1 if x ∈ {1, 2}
3 if x ∈ {3, 4}

H(X)=ln 4

H

�
X̂

�
=ln 2 and

E [d (x, x̂)]=1/2
This grouping strategy gives minimum expected distortion because any other partition would give
at least one case where d (x, x̂)=2 and thus
P = [d (x, x̂) = 2] ≥ 1/4 giving E [d (x, x̂)] > 1/2.

Several distortion measures are common.
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4.1.4 Definition. The hamming distortion is given by A = Â and

d (x, x̂) =

�
0 if x = x̂

1 if else

So
E
�
d

�
X, X̂

��
= P

�
X �= X̂

�
.If A, Â ⊂ R,then the square error distortion is

d (x, x̂) = |x− x̂|2
then the expected distortion is the mean squared error.

4.1.5 Definition. Given sequences x = {x1, x2......., xn } with values in A and x̂ =
�
x̂1, x̂2.....,

ˆxn }
with values in Â ,then the additive distortion is
dn (x, x̂) =

�n
j=1 d (xj, x̂j)

and the maximum distortion is
dn (x, x̂) = maxj d (xj, x̂j)

4.1.6 Question. what is the best possible compression rate given allowable (expected) distortion?

4.1.7 Definition. An (n,m,D) fixed length lossy compression code for a source {xj}∞j=1 with
alphabet A and a distortion measure dn is given by a map

φ : An → Â

|φ (An)| = m and E
�
1
ndn (x, x̂)

�
≤ D

Remark:The size of φ (An) is m, so H (φ (x1, x2, ....xn )) ≤ lnm and the coding rate needed is
at most 1

n lnm

4.1.8 Definition. For a sequence of distortion measures {dn}∞n=1 a source {xj}∞j=1 with alphabet
A .The rate-distortion pair(R,D)is achievable if there exists a sequence fixed-length (n,mn,D) code
with lim sup 1

n lnmn ≤ R .The rate -distortion function is R(D)=inf {R� ∈ R : (R�
, D) achievable}

Remark:Motivated by the proofs of the following theorems, we also consider the random maps
φ : An ∗ Ω → Ân especially the case of φ being a discrete memoryless channel.

4.1.9 Definition. Let d : A× Â → R be integrable with respect to measure induced by Xj and
X̂j = φ(xj) , where φ is a discrete memoryless channel and let dn be additive distortion , then
we define the distortion typical set

Dn
δ = {(a, â) ∈ A× Ân :

����
1

n
lnPX (a) +H (X1)

���� ≤ δ,

����
1

n
lnPX̂(â) +H(X̂1)

���� < δ,
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����
1

n
lnP(X, X̂)(a, â) +H(X, X̂1)

���� < δ,

����
1

n
dn (a, â)− E[d(X1, X̂1)]

���� < δ} .
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