
Least Square Regression Lines: 
Formula Derivation
Begin with a random collection of 
coordinate points.

Draw a line roughly through the center of 
the field of points.



This line, since we don’t know its equation yet, can 
be given the generic equation of y = mx + b, for a 
slope of m and a y – intercept of b.

So, our goal for this process is the determine 
numeric values of m and b that will give this line the 
best fit to the data points.

Since we have two variables to solve for, m and b; 
not x and y since the final equation should be y in 
terms of x, we will need to create two distinct 
equations based on this situation.



The first equation is that the total 
signed distance from each data point to 
the line should have a sum of zero.

Essentially the total distance to the line 
of all points above it should equal the 
total distance for all points below it.

So: d1 + d2 – d3 – d4 – d5 = 0
or

d1

d2

d3

d4

d5

(y1 – (m· x1 + b)) + (y2 – (m· x2 + b)) + (y3 – (m· x3 + b)) + (y4 – (m· x4 + b)) + (y5 – (m· x5 + b)) = 0

(y1 – m· x1 – b) + (y2 – m· x2 – b) + (y3 – m· x3 – b) + (y4 – m· x4 – b) + (y5 –m· x5 – b) = 0

Since these y-values are less than the y-value of the line (at the 
same x-value) these terms will be negative.



The second equation is that the total 
positive distance from each data point to 
the line should be as minimal as possible.

In order to make certain that each 
distance is going to have a positive 
measure, the each distance will be 
squared. [If the squared distance is 
minimal, the original distance will also be 
minimal.]

So: (d1)2 + (d2)2 + (d3)2 + (d4)2 + (d5)2 = dmin
or

d1

d2

d3

d4

d5

(y1 – (m· x1 + b))2 + (y2 – (m· x2 + b))2 + (y3 – (m· x3 + b))2 + (y4 – (m· x4 + b))2 + (y5 – (m· x5 + b))2 = dmin

(y1 – m· x1 – b)2 + (y2 – m· x2 – b)2 + (y3 – m· x3 – b)2 + (y4 – m· x4 – b)2 + (y5 –m· x5 – b)2 = dmin



What happens now:
Pick 5 random coordinate 
points (it doesn’t matter 
what values they hold), 
and substitute them into 
the two equations. Solve, 
first for b in terms of m, 
then for the m that will 
create the minimal total 
distance, and finally, use 
that to solve for b.

For every step of the process, 
keep track of where the numbers 
you are calculating came from and 
how they can be recreated from 
the original data points.

This is how we will come up the 
formulas for m and b to create a 
Least Square Regression Line.
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