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This is a continuation of the last post, which were notes from the first
in a series of talks at the Houston dynamics seminar on spectral methods
for transfer operators as tools to establish statistical properties of dynami-
cal systems. This week we apply the methods introduced last week to the
example of a piecewise expanding interval map.

1 Piecewise expanding interval maps

We consider maps 7': X — X of the form shown in Figure 1, where X = [0, 1]
is the unit interval. The map T is assumed to be C? on each of finitely
many intervals whose union is X — these are called the basic intervals for T'.
Moreover, we assume that A > 1 is such that |7"(x)| > A for every z € X.

Figure 1: A piecewise expanding interval map.

Our goal is to show that the transfer operator for such maps has a spectral
gap when it acts on suitable Banach spaces. Existence of a spectral gap can
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be interpreted as the statement that apart from functions which are densities
of absolutely continuous invariant measures (and hence are fixed by Pr),
the transfer operator acts as a contraction on a certain space of functions;
the mechanism driving this contractive property is the fact that T" expands
distances on the phase space [0,1]. We note that the action of Py on L!
satisfies

[Prell = sup { [Pro)-vir|v e 1ol < 1}

—sw{ [o-wenwlver= Lz} O

< llells-

In fact, (1) holds for any measurable transformation 7" that is non-singular
— that is, T" does not map a set of positive Lebesgue measure into a set of
zero measure. Non-singular maps are precisely those maps for which every
€ L™ has || o T < ||#]|o- In other words, non-singularity of 7" implies
that the Koopman operator does not expand distances in L*°, which in turn
implies that the transfer operator does not expand distances in L'. However,
(1) is not enough to deduce any information on decay of correlations for T
because the contraction is not strict.

In fact, (1) does not even let us deduce the existence of an absolutely
continuous invariant measure. How might we hope to find such a measure?
Recall the proof of the Krylov—Bogolyubov theorem, which establishes the
existence of an invariant measure for a continuous map on a compact metric
space (though there is no mention of absolute continuity): one starts with a
measure 4 that is not necessarily invariant, and then considers the sequence
of Cesaro averages pu, = % Zz;é po T~k Any limit point of this sequence is
an invariant measure, and compactness of the space of measures shows that
such limit points exist.

In our setting we want an absolutely continuous invariant measure, which
means we should play the same game on the set of density functions: start-
ing with the constant function 1, representing Lebesgue measure, we may
consider the sequence

n—1
1
k=0

If o, = p € L', then du = ¢ dx defines an invariant measure p, which is an
acip. (Note that [ ¢, dz =1 and ¢, > 0 for all n.) But how do we obtain a
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convergent subsequence? Thanks to (1) we know that every ¢, is contained
in the unit ball in L' — but this ball is not compact.

The solution is to consider an auxiliary Banach space B C L! such that
the unit ball of B is relatively compact in L. If B can be chosen such that the
sequence ,, is uniformly bounded in the B-norm, then relative compactness
implies the existence of a subsequence that converges (in L') to some ¢ € L,
which is the desired density. (Indeed, it is often the case that ¢ € B.)

For the doubling map, which we studied last time, the appropriate Banach
space to use was the space of Lipschitz functions, whose unit ball embeds
compactly into L' by the Arzela—Ascoli theorem. However, this choice does
not fare so well for general piecewise expanding interval maps.

Say that the map 7" is full-branched if T'(J;) = [0, 1] for each basic inter-
val J;. If T is not full-branched (such as the map in Figure 1), then one can
choose points x1, x5 that are arbitrarily close together but have different num-
bers of pre-images, and so in particular the quantities - 71, ) [T" (y)|™*
for j = 1,2 do not approach each other as x; — x5. This means that Prl
has a discontinuity at the endpoints of a non-full branch of 7', and so the
space of continuous functions is not Pp-invariant.

In a future talk we will see how this problem can be remedied if the map
T has a Markov structure, but for the time being we deal with the situation
by replacing the space of Lipschitz functions with a different space, which is
invariant under the action of Pr.

2 Functions of bounded variation

To this end, we recall that the total variation of a function ¢: [0,1] — C is

lolpy = SUp{Z|g0(xk) —p(rp )| |0=a0 <21 < -+ <2 = 1}. (3)

k=1

A function ¢ has bounded variation if |p|gy < oo, and we denote by BV
the vector space of such functions. A useful example to keep in mind is the
following: Given any « > 0, the function ¢,(x) = z®sin(1/z) is defined on
(0, 1] and can be extended to [0, 1] by ¢,(0) = 0. It has bounded variation if
and only if a > 1.

Remark 1 A bounded variation function is continuous except perhaps on a
countable set of jump discontinuities, and differentiable Lebesque-a.e. (Think
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of the examples just mentioned — the function p, is continuous at 0 as long
as o > 0, and is differentiable at 0 precisely when o > 1, that is, when it is
of bounded variation.)

The total variation as defined in (3) is a semi-norm on BV. We want to
think of BV as a subspace of L', but we must be careful to remember that
elements of L' are equivalence classes of functions (mod zero w.r.t. Lebesgue
measure), and note that the quantity in (3) depends on which representative
of the equivalence class we choose. Thus to define || gy on L' we put (abusing
notation slightly)

lo|py = inf{|@|pv | ¢ = ¢ Lebesgue-a.e.}. (4)

An alternate approach that allows us to avoid this step is to define the BV-
semi-norm through integration: it can be shown that (3) is equivalent to

|¢|szsup{\/ o do \geg}, (5)
[0,1]

where G = {g € C*([0,1],C) | |g/lo < 1,9(0) = g(1) = 0}. The idea behind
this equivalence is the following.

e When ¢ is differentiable, (3) is equivalent to |¢|gy = f[o 1 || da.

e Choosing g € G such that ¢’ - g ~ |¢/|, one gets [ |¢'|dx =~ ¢ - gdz.
e Integrating by parts yields the expression in (5).

Although the expression (5) does not make the heuristic interpretation of
“total variation” as obvious as (3) does, it nevertheless has two important
advantages over that definition:

1. it does not depend on the choice of representative function in an equiv-
alence class of L', and so allows us to define |- |gy on L' without an
extra step along the lines of (4);

2. it generalises more readily to functions on higher-dimensional domains.

As with the Lipschitz semi-norm that we used last time for the doubling map,
we can define a BV -norm by adding the L'-norm to the BV -semi-norm:

lellsy = llelh + lelsv-
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The space of BV functions is appropriate for us to study because its unit ball
is relatively compact in L' — this is Helly’s selection theorem, which states
that if ¢, € BV is such that ||¢,||py is uniformly bounded, then there is

¢ € BV such that oy, LN ¢ for some subsequence n;.

In particular, if we can show that the sequence ¢, defined in (2) is uni-
formly bounded in the BV norm, then Helly’s theorem will yield a BV limit
point ¢, and the measure u defined by du = ¢ dx will be an acip for 7.

3 A Lasota—Yorke inequality

In order to proceed further, we must investigate the properties of the transfer
operator Pr with respect to the BV norm. Along the way we will see that
BV is invariant under Pr. We give an argument using the definition (5) to
derive a bound that was first given by A. Lasota and J. Yorke in a 1974 paper
— the argument there is equivalent to the one here, but uses the definition
(3).

Given a function g € G, we need to estimate [(Pre) - ¢’ dz. To this end
we recall that by the definition of the transfer operator, we have

/(Pw)'g’dxz/sO~(g’oT)dx=/w'(goT)"(T’)ld:c,

where the second equality is valid because T is differentiable at all but finitely
many points. Recalling the definition (5), this gives

[ oy (@) i |geg}. (6)

It is tempting to try and use the bound |7”(x)| > A to conclude that this
quantity is < A\~!sup {|fg0 (go T)’d:v‘ }g € Q}, but we must take care —
the argument of the integrand may vary, and so we cannot proceed quite so
directly. Rather, we use the identity
d (goT
dx < T

|Pro|py < sup {

) = (g © T),<T,)_1 - (g © T) (77://;2

gOT / T//
/gog/dx
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<A + Kllell,
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where § = A2L has ||g]lec < 1 and K = max(|7"|/|T"[?). (Note that it is
at this point that we use the hypothesis that 7" is C? — elsewhere only C! is
used.)

If the map T" were differentiable on the entire interval [0, 1] and fixed the
endpoints, then we would have § € G and so (6) would immediately imply
|Prolsy < A elsy + K|lplli. Unfortunately, as shown in Figure 2, g is
discontinuous at each of the discontinuity points of T', and moreover does
not vanish at the endpoints of [0, 1] if those endpoints are not fixed by T

Thus we must be more careful.

L)

Figure 2: g may not be in G.

The idea is to approximate g with functions from G, as shown in Figure
3. Let 0 =by < by <--- < b, =1 be the endpoints of the intervals on which
the map T is C?. Given ¢ > 0, let h: [0,1] — C be a continuous function
such that h(0) = h(1) = 0, h(z) = g(x) when |z — by| > ¢ for each k, and h
is linear on B(by,¢).

)
/
58
Figure 3: Approximating g with elements of G.

Finally, let 2 € G be close to h in the uniform metric and agree with &
except on an e2-neighbourhood of each point where A is non-differentiable.



We get

/gp-g’dxg/go-ﬁ’dx+/g0-|l~z’—§'|dx

<lelsv + 3 (/ o || do 7
k=0 B(bkv‘f)

+/ @17l dw)-
B(bk7€)

The second integral in the sum goes to 0 as € — 0. (This uses the assumption
that 7" € L'.) For the first integral, we use the fact that h' = 5-(g(b, +¢) —
G(bx—¢)) to conclude that as ¢ — 0, the integral goes to ¢(bx)|g(b) —g(b; )|,
where ¢(by) is understood as lim._g o [ B(by.e) £ 4, so that in particular we

choose the representative of the L!-equivalence class that minimises the total
variation, as in (4).
Since ||g]loc < 1 and g(0) = g(1) = 0, we conclude that

3 / o Wde <3 Jolbe )| + Lot (8)
k=0 Y B(bk.2) k=1

We can bound this sum in terms of |¢|py and ||¢||1. Let my, = inf,cp, 5, [0(2)],
then

|90(bk—1)‘ + |90<bk)| < zmk + ‘(p‘[bk_hbk”BV’
as suggested by Figure 4.

| ©P(by..)

LP(bki /¢
* /
/A,

Figure 4: Bounding |¢(br—1)| + ¢ (bk)|-

Moreover, ﬁbkfl o] lo| dz > my(br, — b_1) > miA, where A = miny (b, —
br—1), and so we can sum over k to get

> lelbr-1) + (i) < 287 @l + @l By
k=1



Together with (7) and (8), this gives

/ o dz < 2l + 287 o,

so that (6) and the discussion following it gives us
[Prolpy <207 Helsy + (2471 + K)ol
In terms of the BV norm we have
IProllsy < 227 ellsy + A7 + K + 1)l

using the assumption that A > 2, we can write this in the form

[Prellsy < rllellsv + Rlell (9)

for r € (0,1) and R > 0. This is a Lasota—Yorke inequality, and turns out to
have important implications for the statistical properties of the map T'.

4 Existence of an acip

Now we can return to the sequence ¢, defined in (2) as %ZZ;(I) Pk1, and
show that it is uniformly bounded in BV. Indeed, iterating the Lasota—Yorke
inequality (9) gives

IPFellsy < rl|Prellsv + Rl|Prell
<r’llellsv + (1 +7)R|¢|,

where we use the inequality ||Prolly < [l¢lly from (1). Writing R = R(1 +
r+r*+---)=R(1—r)"! we have by induction

IPrellsy < rllelsy + Rllel. (10)

In particular, we conclude that the sequence ¢, is uniformly bounded in BV,
since - B
lonllay <"+ R<1+R.

As discussed above, Helly’s theorem shows that there is ¢ € BV such that

1
©Pn; L, ¢ for some subsequence n;, and the measure y defined by du = ¢ dz
is an acip for T



Note that this proves the ezistence of an acip for 7', but it does not prove
uniqueness. For the doubling map there is only one acip, Lebesgue measure,
but for other piecewise expanding interval maps there may be more than
one. For example, the map shown in Figure 5 has two ergodic acips, one
supported on [0,1/2] and the other supported on [1/2,1].

Figure 5: Non-uniqueness of an acip.

5 The spectrum of the transfer operator

The Lasota—Yorke inequality (9) also lets us deduce spectral information
about Pr. First we observe that by the spectral radius formula and the
iterated inequality (10), the spectral radius of Pr: BV — BV is bounded
above by the inequality

p(Pr) = lim |PHY" < lim (X" 4+ R)V/™ =1,
n—o00 n—o0

where we use the fact that ||¢||; < ||¢|lsy. The previous section shows that
1 € o(Pr), and we conclude that p(Pr) = 1. Now we would like to show
that the Lasota—Yorke inequality also gives the existence of a spectral gap
and exponential decay of correlations, and this will be the subject of next
week’s talk.
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