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I. Introduction.

In noncommutative analysis we replace scalar

valued functions by operators.

functions  operators

In classical linear analysis one often solves a

problem by working in a normed vector space

of functions, using topology and measure and

integration, and functional analytic tools

Eg. Choquet theory in the study of function

algebras
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When going NC, one hopes:

• C∗-algebra theory replaces topology

• Von Neumann algebra replaces arguments

using measure and integrals

• ‘Operator space theory’ replaces Banach

space techniques

Things can get scary ...

... e.g. replacing a classical argument with

a dozen function inequalities, by operator in-

equalities

... but it is a land of miracles
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In these talks, always:

H, K are Hilbert spaces

B(H) = { bounded linear T : H → H}

Operator space = closed subspace X ⊂ B(H)

In partic., X is a normed space

but it is more ...
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A hidden piece of structure in B(H):

A matrix of operators is an operator:

[Tij] =


T11 T12 · · · T1n
T21 T22 · · · T2n
· · · · · ·
· · · · · ·

Tn1 Tn2 · · · Tnn


in Mn(B(H)), may be viewed as an operator

H(n) → H(n) :
T11 T12 · · · T1n
T21 T22 · · · T2n
· · · · · ·
· · · · · ·

Tn1 Tn2 · · · Tnn




ζ1
ζ2
·
·

ζn

 =



∑
k T1kζk∑
k T2kζk
·
·∑

k Tnkζk

 .

Thus [Tij] has a natural norm:

‖[Tij]‖n = sup{‖[Tij]
→
ζ ‖ :

→
ζ ∈ K(n), ‖

→
ζ ‖ ≤ 1}.
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This phenomena, that a matrix of operators is

an operator, is fairly ubiquitous in ‘Operator

Algebra’. It shows up almost everywhere, such

as in ‘stabilization’, or when you want to do

tensor products of operator algebras. And this

is the main reason why there has been so little

overlap between Banach spaces and Operator

Algebra: You cannot even talk about some of

the basic operator algebra constructions, such

as the tensor product, in the Banach category.

Need the functional analysis to reflect this ma-

trix phenomena.
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Crucial formula:

Mn(B(H)) ∼= B(H(n))isometrically

If X ⊂ B(H) we get an inherited norm on

Mn(X) ⊂ Mn(B(H)) ∼= B(H(n))

Note: if A is a C∗-subalgebra of B(H) then

these norms on Mn(A) are just the usual C∗-
algebra norm there
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A matrix normed space is a pair

( X , {‖ · ‖n}n=1,2,··· )

where X is a vector space, and ‖ · ‖n is a norm

on Mn(X).

Completely bounded linear maps T : X → Y :

‖T‖cb = sup{‖[T (xij)]‖n : n ∈ N, ‖[xij]‖n ≤ 1} < ∞

Complete isometry:

‖[T (xij)]‖n = ‖[xij]‖n , for all n ∈ N, xij ∈ X .

Complete contraction: ‖T‖cb ≤ 1.
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It is easy to see that B(H), with the natural

norm ‖ · ‖n on Mn(B(H)) satisfies the follow-

ing, for all x ∈ Mn(X), y ∈ Mm(X), and scalar

matrices α, β:

(R1)

∣∣∣∣∣
∣∣∣∣∣
[

x 0
0 y

]∣∣∣∣∣
∣∣∣∣∣
n+m

= max{‖x‖n, ‖y‖m}

(R2) ‖αxβ‖n ≤ ‖α‖‖x‖n‖β‖ .

Ruan’s theorem. A matrix normed space sat-

isfies (R1) and (R2) if and only if it is com-

pletely isometric to a subspace of B(H), for

some Hilbert space H.

The new category: operator spaces = matrix

norm spaces as in the theorem.

The morphisms between operator spaces ....

CB(X, Y ).
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Summary: Operator spaces are just the linear

subspaces of B(H), with matrix norms... and

we have a nice way of viewing them completely

abstractly.

Are the matrix norms a burden ... ?

Not usually. Usually in the middle of a proof

it is enough to check that things work for the

first norm ‖ · ‖1, and say “...similarly for the

‖ · ‖n norm for n ≥ 2.

10



An application of Ruan’s theorem: Quotients

If E is a subspace of an vector space X, then

Mn(X/E) ∼= Mn(X)/Mn(E) linearly

If X is an operator space and E is closed, we

can use this formula to give Mn(X/E) a norm:

‖[xij + E]‖n = inf{‖[xij + yij]‖n : yij ∈ E}.

The quotient map q : X → X/E is completely

contractive

Exercise: Use Ruan’s theorem to show X/E is

an operator space.
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II. Duality of operator spaces

Duality in mathematics:

Object X  Dual object X∗  2nd dual X∗∗

Sometimes X∗∗ ∼= X, usually X ↪→ X∗∗

For example, normed linear spaces over field F:

X  X∗ = B(X, F)  X∗∗ = B(X∗, F)

Note that here it is crucial that X∗ is in the

same category as X

B(X, Y ) is a normed space with operator norm

‖T‖ = sup{‖Tx‖ : ‖x‖ ≤ 1}
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Our topic in this lecture is:

Duality for spaces X of Hilbert space operators

What is the ‘dual object’ X∗?

Want it to be another operator space.

Q: Is there a canonical good way to do this?

A: Yes! B-Paulsen, Effros-Ruan, B ∼ 1990.
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The conceptual difficulty:

Finite dimensional case: B(H) = Mn with ‘op-

erator norm’

‖A‖ = sup{‖Ax‖ : ‖x‖ ≤ 1}

= largest eigenvalue of B

where B = |A|; that is, B2 = A∗A.

The dual normed space S1
n is just Mn, but with

‘trace class norm’

|||A||| = sum of the eigenvalues of B

This does not look like an operator norm!
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The morphisms between operator spaces ....

CB(X, Y ).

Define matrix norms on CB(X, Y ):

‖[Tij]‖n = sup{‖[Tij(xkl)]‖ : ‖[xkl]‖m ≤ 1}

Then CB(X, Y ) is also an operator space!

A new duality:

X∗ = CB(X, C)

The operator space dual

Note: CB(X, C) = B(X, C) isometrically (Ex-

ercise.)
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Dual operator space = op. space Y which is

completely isometrically isomorphic to the op-

erator space dual X∗ of an operator space X

Also say: X is an operator space predual of Y ,

and write X = Y∗.

Henceforth the symbol X∗ denotes the opera-

tor space dual.

Since X∗ is an operator space, X∗∗ = (X∗)∗ is

again an operator space.
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Theorem: ̂ : X → X∗∗ completely isometri-

cally.

Proof. Can suppose that X is a subspace of

B(H), for a Hilbert space H.

Fix n ∈ N and [xij] ∈ Mn(X). We first show

that ‖[iX(xij)]‖n ≤ ‖[xij]‖n. By definition, the

norm ‖[iX(xij)]‖n in Mn((X∗)∗) equals

sup
{
‖[iX(xij)(fkl)]‖nm : [fkl] ∈ Ball(Mm(X∗)), m ∈ N

}
= sup

{
‖[fkl(xij)]‖nm : [fkl] ∈ Ball(Mm(X∗)), m ∈ N

}
≤ ‖[xij]‖n,

the last line by definition of [fkl] ∈ Ball(Mm(X∗)).
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Next: the other direction ‖[iX(xij)]‖n ≥ ‖[xij]‖n.

Because ‖[iX(xij)]‖n is given by the supremum

above, it suffices to show that given ε > 0,

there exists [fkl] ∈ Mm(X∗) of norm ≤ 1, such

that

‖[fkl(xij)]‖ ≥ ‖[xij]‖n − ε.

By definition of the matrix norms on X∗, if we

write u for the function u(x) = [fkl(x)] on X

then :

u is a complete contraction if and only if [fkl] ∈
Mm(X∗) has norm ≤ 1.
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Thus it suffices to find for a given ε > 0, an in-

teger m and a complete contraction u : B(H) →
Mm such that ‖[u(xij)]‖n ≥ ‖[xij]‖ − ε.

Now [xij] ∈ Mn(X) ⊂ Mn(B(H)) ∼= B(H(n))

Thus [xij] ‘is’ an operator on H(n)

The norm of any operator T ∈ B(K), for any

Hilbert space K, is given by the formula

‖T‖ = sup{|〈Ty, z〉| : y, z ∈ Ball(K)}

In our case,

‖[xij]‖n = sup{|〈[xij]y, z〉| : y, z ∈ Ball(H(n))}.

So, if ε > 0 is given, there exists y, z ∈ Ball(H(n))

such that |〈[xij]y, z〉| > ‖[xij]‖n − ε.
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Write y as a column with entries ζ1, ζ2, · · · , ζn ∈
H. Similarly, z is a column of η1, η2, · · · , ηn ∈ H.

Then 〈[xij]y, z〉 =
∑

i,j〈xijζj, ηi〉, and so∣∣∣∣∑
i,j

〈xijζj, ηi〉
∣∣∣∣ ≥ ‖[xij]‖ − ε.

Let K =Span {ζ1, . . . , ζn, η1, . . . , ηn} in H.

This is finite dimensional, so there is an iso-

metric ∗-isomorphism π : B(K) → Mm, where

m = dim(K).

Let PK be the projection from H onto K. Let

T : B(H) → B(K) be the function T (x) = PKx|K.

Let u = π ◦ T .

Then T, π and u are completely contractive

(Exercise).
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Now 〈[T (xij)]y, z〉 =
∑

i,j〈T (xij)ζj, ηi〉, and so

‖[T (xij)]‖n ≥
∣∣∣∣∑
i,j

〈T (xij)ζj, ηi〉
∣∣∣∣ = ∣∣∣∣∑

i,j

〈PKxijζj, ηi〉
∣∣∣∣

=
∣∣∣∣∑
i,j

〈xijζj, ηi〉
∣∣∣∣,

the last step since ηi ∈ K. Thus, if we set

u = π ◦ T , then

‖[u(xij)]‖n = ‖[π(T (xij))]‖n = ‖[T (xij)]‖n

≥
∣∣∣∣∑
i,j

〈xijζj, ηi〉
∣∣∣∣ ≥ ‖[xij]‖ − ε,

using the fact at the end of the last paragraph.

This is the desired inequality. �
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This is the ‘right’ duality ...

I’ll just give one piece of evidence:

Classical isometric identifications:

`∞n ⊗̄`∞m = `∞mn = B(`1n, `∞m) = (`1n⊗̂`1m)∗

What about Mn⊗̄Mm = Mmn? To make a sim-

ilar statement in this case, MUST use the op-

erator space dual, then

Mn⊗̄Mm = Mmn = CB(S1
n, `∞m) = (S1

n⊗̂S1
m)∗

(B-Paulsen, generalized to von Neumann alge-

bras by Effros-Ruan)

One needs the operator space dual to do most

things in the field of operator spaces.

E.g. See books of Effros-Ruan, Pisier, Paulsen,

B-Le Merdy ’00-’04.
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Recall B(H) = S1(H)∗ where S1(H) is the

trace class

Thus S1(H) ⊂ B(H)∗. Since B(H)∗ is an oper-

ator space, S1(H) becomes an operator space.

Prop. S1(H)∗ ∼= B(H) compl. isometrically

Proof. The usual map B(H) → S1(H)∗ is an

isometric c. contraction clearly. A moments

thought shows that it is a compl. isometry be-

cause the map we called u : B(H) → Mn in the

proof of the last theorem is weak* continuous.

�

If u : X → Y is a map between operator spaces,

then u∗ : Y ∗ → X∗ satisfies ‖u∗‖cb = ‖u‖cb.

(Exercise)

23



The usual properties of Banach space duality

work for operator spaces.

Eg. (X/E)∗ ∼= E⊥ if E ⊂ X

Lemma Any weak* closed subspace X of B(H)

is a dual operator space. Indeed, (S1(H)/X⊥)∗ ∼=
X completely isometrically.

Proof We have (S1(H)/X⊥)∗ ∼= (X⊥)⊥ c.i. in

S1(H)∗.

But S1(H)∗ = B(H) c.i. and (X⊥)⊥ = X. �
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The converse is true too, so that ‘dual oper-

ator spaces’, and the weak* closed subspaces

of some B(H), are the same thing.

Lemma (Effros & Ruan) Any dual opera-

tor space is c. isometrically isomorphic, via

a weak* homeomorphism, to a weak* closed

subspace of B(H), for some Hilbert space H.

Proof. (B) Suppose that W = X∗, let I =

∪n Ball(Mn(X)), and for x ∈ Ball(Mm(X)) ⊂ I

set nx = m. Define

J : W −→ ⊕∞x∈I Mnx

by J(w) = ([〈w, xij〉])x in ⊕x Mnx.
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Since the maps w 7→ 〈w, xij〉 are w∗-continuous,

and since ⊕fin
x M∗

nx
is dense in the Banach space

predual ⊕1
x M∗

nx
of ⊕x Mnx, it is easy to see that

J is w∗-continuous too.

Thus by Krein-Smulian theorem, W is com-

pletely isometrically and w∗-homeomorphically

isomorphic to a w∗-closed subspace of ⊕x Mnx.

The latter is a von Neumann subalgebra of

some B(H). �
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Some subtleties: Eg. X an operator space,
which is also a dual normed space X = Y ∗. Is
X a dual operator space?

Not necessarily! (Le Merdy)

Note that there is only one possible reasonable
way to make Y an operator space, because
Y ⊂ Y ∗∗ = X∗.

We are usually only interested in ‘good’ pred-
uals Y

‘good’: if you give Y the operator space struc-
ture just discussed, then X = Y ∗ completely
isometrically.

Fact: the predual of a von Neumann algebra
is always ‘good’ (we showed this for B(H)).

Here is a simple example of an operator space
with no ‘good’ Banach space preduals:
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Let B = B(H) with usual matrix norms.
Let X = B(H) but with matrix norms

|||[xij]|||n = max{‖[xij]‖n, ‖[q(xji)]‖n}
where q : B → B/K(H) is the canonical map.

As a Banach space, X = B, and has a unique
Banach space predual S1(H).

Note: |||·|||n restricted to the copy of Mn(K(H))
is just the usual norm.

Thus if Y = S1(H) with the matrix norms com-
ing from its duality with (X, {||| · |||n}):

‖Id : Y −→ S1(H)‖cb ≤ 1.

Dualizing,

‖Id : B(H) −→ Y ∗‖cb ≤ 1.

Thus if Y ∗ = X completely isometrically, then
since clearly

‖Id : X −→ B(H)‖cb ≤ 1,

we have X = B(H) completely isometrically, a
contradiction!!
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This is a contradiction since ||| · |||n is not the

usual matrix norms on B(H). For if it was,

then this immediately implies that for any xij ∈
B(H), kij ∈ K(H) we have

‖[q(xji)]‖n ≤ ‖[xij + kij]‖n

This means that

‖[q(xji)]‖n ≤ ‖[q(xij)]‖n

But the only C*-algebras with ‖[aji)]‖n = ‖[aij]

are commutative ones (this follows immedi-

ately from a result in the last part of this lec-

ture, and the Calkin algebra is not commuta-

tive!
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If A is a C∗-algebra then A∗∗ has two canonical
operator space structures.

The first is its ‘operator space dual’ matrix
norms. The second are those arising from the
fact that A∗∗ is a C∗-algebra (any C∗-algebra
has a canonical operator space structure).

Fact: These two operator space structures are
the same.

A more general fact: Mn(X)∗∗ ∼= Mn(X∗∗)
completely isometrically, for any operator space
X. (But we shall not really need this.)

We also note that Mn(X∗) can be shown to
be a dual operator space, and Effros and Ruan
observed that ...

if (xt) is a bounded net in Mn(Y ∗), then xt → x

in the weak* topology if and only if each entry
in xt converges in the weak* topology in X to
the corresponding entry in x.
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III. Minimal operator spaces

If X is a Banach space, we make it into an
operator space as follows: MIN(X) = X but
with matrix norms

‖[xij]‖n = sup{‖[f(xij)]‖ : f ∈ Ball(X∗)} .

This is called ”MIN” because these are the
smallest matrix norms making X into an oper-
ator space.

What we are really doing: Any Banach space
X ⊂ C(K) isometrically, where K = Ball(X∗).
The matrix norm above, is just the C∗-algebra
norm on Mn(C(K)).

The assignment X  MIN(X) embeds the
category of Banach spaces in the category of
operator spaces.

Easy fact: ‖T‖ = ‖T‖cb for any bounded map
T : Y → MIN(X), any operator space Y (Ex-
ercise).
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IV. Review of complete positivity

An operator space X is unital if it has a distin-
guished element e, s.t. ∃ c. isometry u : X → A

into a unital C∗-algebra with u(e) = 1.

An operator system S is a subspace of A con-
taining 1 and is selfadjoint (i.e. x∗ ∈ S iff x ∈
S).

Write S+ = S ∩A+.

Say u : S → S ′ between operator systems is
positive if u(S+) ⊂ S ′+.

Say u is completely positive if un : Mn(S) →
Mn(S ′) is positive for all n ∈ N.

If x ∈ B(K, H), then (exercise):[
1 x
x∗ 1

]
≥ 0 ⇐⇒ ‖x‖ ≤ 1.

Here ‘≥ 0’ means ‘positive in B(H ⊕K)’.
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Because of this simple fact, it is easy to see

that a unital map between operator systems

is completely positive if and only if it is com-

pletely contractive.

Theorem (Stinespring) Let A be a unital C∗-
algebra. A linear map u : A → B(H) is com-

pletely positive and unital if and only if there

is a Hilbert space K, a unital ∗-homomorphism

π : A → B(K), and an isometry V : H → K such

that u(a) = V ∗π(a)V for all a ∈ A. This can

be accomplished with ‖u‖cb = ‖V ‖2.
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Proposition (A Kadison–Schwarz inequality)

If u : A → B is a unital completely positive

linear map between unital C∗-algebras, then

u(a)∗u(a) ≤ u(a∗a), for all a ∈ A.

Proof By Stinespring, u = V ∗π(·)V , with V an

isometry and π a ∗-homomorphism. Thus

u(a)∗u(a) = V ∗π(a)∗V V ∗π(a)V

≤ V ∗π(a)∗π(a)V = u(a∗a).

�

Proposition Let u : A → B be a completely

isometric unital surjection between unital C∗-
algebras. Then u is a ∗-isomorphism.

Proof. By last result applied to both u and

u−1 we have u(x)∗u(x) = u(x∗x) for all x ∈ A.

Now use the polarization identity. �
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Proposition Let u : A → B be as above. Sup-

pose that c ∈ A with u(c)∗u(c) = u(c∗c). Then

u(ac) = u(a)u(c) for all a ∈ A.

An immediate consequence: Suppose that u : A →
B is as above, and that there is a C∗-subalgebra

C of A with 1A ∈ C, such that π = u|C is a ∗-
homomorphism. Then

u(ac) = u(a)π(c) and u(ca) = π(c)u(a)

for a ∈ A, c ∈ C.
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Theorem (Choi and Effros) Suppose that A

is a unital C∗-algebra, and that Φ: A → A is a

unital, completely positive map with Φ◦Φ = Φ.

Then:

(1) R = Ran(Φ) is a C∗-algebra but with new

product r1 ◦Φ r2 = Φ(r1r2).

(2) Φ(ar) = Φ(Φ(a)r) and Φ(ra) = Φ(rΦ(a)),

for r ∈ R and a ∈ A.

(3) If B is the C∗-subalgebra of A generated by

R, and if R is given the product ◦Φ, then

Φ|B is a ∗-homomorphism from B onto R.

The proof is not hard.

36



If X is a subspace of B(H), we define the

Paulsen system to be the operator system

S(X) =

[
CIH X
X? CIH

]
=

{[
λ x
y∗ µ

]
: x, y ∈ X, λ, µ ∈ C

}
in M2(B(H)). The following shows that the

operator system S(X) only depends on the op-

erator space structure of X, and not on its

representation on H.
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Lemma (Paulsen) Suppose that for i = 1,2,

we are given Hilbert spaces H1, H2, and lin-

ear subspaces X1 ⊂ B(H1) and X2 ⊂ B(H2).

Suppose that u : X1 → X2 is a linear map.

Let Si be the following operator system inside

B(Hi ⊕Hi):

Si =

[
CIHi

Xi

X?
i CIHi

]
.

If u is contractive (resp. completely contrac-

tive, completely isometric), then

Θ :

[
λ x
y∗ µ

]
7→

[
λ u(x)

u(y)∗ µ

]
is positive (resp. completely positive and com-

pletely contractive, a complete order injection)

as a map from S1 to S2.

The proof is not hard.
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