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What is the task?

Goal: Generating meaningful images of interpolated data-points in hidden
layers.

Claim: a good interpolation should both reveal the hidden structure of the
dataset, as well as be smooth and follow the true data distribution, i.e.
produce realistic elements.

ENCODER

Input Layer

.
S
k]
=
-
&
=3
=]

Sulaimon and Alex (University of Houston) AUTO-ENCODER INTERPOLATION May 4, 2020 3/13



Datasets

What Datasets was it used on?
e MNIST
o Cifarl0

What Datasets do we wish to try it on in the future?
Fashion MNIST
ImageNet
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Adversarial Networks

This model uses what is called an Adversary(Discriminator) Network to act
against or upon another network. Generative Adversarial Networks, or
GANs, are generative model comprising of a generator and a discriminator.
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GANs are based on a game scenario in which the generator network must
compete against an adversary. The generator network directly produces
samples. Its adversary, attempts to distinguish between samples drawn
from the training data and samples drawn from the generator.
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What model was used?

A special kind of auto-encoder called Adversarially Constrained
Autoencoder Interpolation (ACAI) was used. Below is the architecture
of this model:
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Is ACAI an example of a Generative Adversarial Networks?
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How do control the interpolated datasets?

Let X C RN be a dataset. Consider the case when we are given a manifold
model for X, which consists of a decoder D from the latent Z = RP to the
input data space: G : Z — RN,

We define the realism index on Z as a function ri : Z — [0, 1] such that
high values of ri(z) indicate that G(z) is indistinguishable from the
elements of X. In general, the optimal choice of ri can be nontrivial, and
may depend on the generative model in question.

Let X be a random vector in Z, we define the realism index ri based on the
function f by the formula

ri(z; f) == p(f(X) < f(2)) = /{ ot f(s)ds

where p denotes the probability
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Any results?

Below is the table of single layer classifier accuracy achieved by different

autoencoders:

Dataset s Bascline Drropout Denoising VAE AAE VI-VAE ACAI
MNIST 32 S4.00=0.14  96.45=042 9600027 9656031  TOT4E32T 98.2510.11
3 156 93094003 S450=02% 98514004 987440014 90031054 99.00-10.08
SVHN 32 26212042 26.09=148 2515£0.78 19.58+3.22 2343079 3447104
e 156 2274005 2512=105  TIE9£035  66.30%L. 22814024 85.1430.20
CIFAR-10 156 47020020 4099041 SATEE036 47491022  4D6A5L14S 52774045
Bt 1024 51622025  49.38=077 60.65+0.14 51391046  42.86+0.38 63.990.47
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What does our model produce when used on the datasets we tried it on?
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On MNIST
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On Cifarl0
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Conclusion

ACAI is leading in improved performance for feature learning and
unsupervised clustering.

In future work, we are interested in investigating whether our regularizer
improves the performance of autoencoders other than the standard
autoencoder we applied it to.

Also, we focused was on image datasets due to the ease of visualizing
interpolations, but we are also interested in applying these ideas to
non-image datasets.
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THANK YOU

Sulaimon and Alex (University of Houston)

AUTO-ENCODER INTERPOLATION



