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Goals

In this presentation :

@ Introduce Convolutional Neural Network (CNN) and Convolutional
Sparse Coding (CSC).

@ Present the relationship between the forward pass of a CNN and CSC.
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Introduction

The forward pass of a CNN consists of
@ Convolving an input signal X € RN with a collection of filters.
@ Applying a point-wise non-linear function.

@ Very frequently, a third operation pooling is applied. This is not
analyzed in this work.

FX AWy, {bi}E,) = Zo = ReLU(W, (ReLU(W,' X + b1) + by))
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Z, € RVN™2
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where Wy € RNXNm e RNmxNm2 gre convolutional matrices of my
filters of size ng and mo (dilters of size n; respectively.
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Sparse Representation

Given X € RN, we want to write X = DI where D € RV*M and T € RM.

We want to recover the sparsest representation.
e (Po) minr|lflos.t. DI =X
° (Pl) miny HFHl s.t. DI =X,

Here, ||I|lo counts the number of nonzero entries in I'. P; is convex form

of problem Pg. @
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Simple approaches to solving Py and P; include hard and soft thresholding
algorithms respectively. These are equivalent to the following minimization
problems:

o minr 2|7 — DT X3 + B0 for the Pg

o ming 1[I — DTX|3 + B||r|, for the Py.

These problems admit a solution in the form Hg(DT X) or S5(DT X) where

z z<—p
Hs(z) =0 -B<z<p
z B<z
z+p z< -0
Sp(z) = {0 —8<z<p
z—f pB<z
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X = Dlp + (—=D)(~Ty).

', and —['y are all non-negative.

e X admits a non-negative sparse representation in [D, —D] with the
vector [, —Tn]" ]

Py becomes minr 3| — DT X3+ B||T||1 s.t.T > 0.

The solution becomes SE(DTX) where

Sg(z) =max(z — (3,0) = ReLU(z — 53).
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Convolutional Sparse Coding

Dimension of X € RN may be too large, and the uniqueness of problem Py

requires
1 1
Mo < = (1 + —)
Irlo <5 (1+ 25y

where y(D) := max;.;|d;” d;| is the mutual coherence of D.
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So, measure sparsity of I in a localized way.

@ x; = Qv; be i — th n — dimensional patch where Q is extracted from
the i — th patch of D.

@ ~; contains all the coefficients of columns of Q that contributes to x;.
® [IT§,00 == max; [[illo

© (Pooo) minr M3 o s-t. DI = X.

° (P&oo) minr ||I_||f‘)7oo s.t.||Y — DI'||§ <eincase Y=X—+E.
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Definition
For a measured signal Y = X + E and a set of convolutional dictionaries
{D;}¥ | and vectors A and ¢, define the deep coding problem DCP; as:

(DCPS) - find {6 s.t. |Tio1—DiTi|| < €1, |T 18,00 < Ai
fori=0,....K, To=Y

Definition
For a set of global signals {X;}; and their corresponding labels {h(X;)};, a
loss function ¢ and a vector A, we define the deep learning problem
DLP) as:

(OLPy: i Ze (h()), U, DCP3(X, {Di} )

1Ji=1>
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Layered Thresholding

X = D11, T1 = Dol» and so on. To solve this we have the following
algorithm.

o Input: X, {D;}¥,. P € {H,S,ST} (thresholding operator), {B;}£
(threshold).
e Process: g« X, for (i=1:K)do [« Pﬁ,.(D,-Tf,-_l).

o OQutput: X, {ﬁ:},Kzl

For CSC: A
2 =Pg, (D2TP51(D1TX)> :

For CNN:

F(X AWy {bi}io1) = ReLU (W, (ReLU(WY' X + by) + by)).
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Theoretical Results

Theorem

(Uniqueness via mutual coherence): For a signal X satisfying the DCP),
model, I';_1 = D;T"; where {D,-},K:1 is a set of convolutional dictionaries
and {u(D;)}¥ | are their corresponding mutual coherences. If for all

1 <i<K wehave [[l[[§ . <Ai < 3 (1 + ﬁ) then {T';}X, is the
unique solution to the DCPy,.

Theorem

(Stability of the solution to the DCPS problem): Suppose a signal X has a
decomposition I';_1 = D;I'; and it is contaminated with noise E so that

Y = X + E. Assume that we solve DCP5 problem for ¢ = || E||> and

e; = 0 for i > 1 obtaining solutions {IA_,},K:1 Ifforalll1<i< K

IFills0 < A < L (1 + -1 ) then

7 = Fill3 < 4IEIB T}, =y

v
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Theorem
(Stability of the forward(layered soft thresholding) pass in the presence of
noise): Let X have a decomposition I';_; = D;I'; and denote by
Y = X + E the corrupted signal with ||E||5OO < €g. Denote by |I™"| and
|T™2X| the lowest and highest entries in absolute value of T';, respectively.
Let f,’ = s/gl(Din,'_l) where fo = Y. Assume that

o ITillge < 3 (1 + 2o ‘Iﬁn":l‘) — by and

0 [ITlI3 oot D) IF™| 4 €1 < Bi <

Fin] = (Il — 1) (OIFF] = €

Then, the following holds

@ The support of [ is equal to the support of I'; and

0 I = Fillfoe < \/ITil5 0 (-1 + (M350 — 1) HDIFT™| + 5;).

v
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