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4.1 Vector Spaces & Subspaces

Key Exercises 1–18, 23–24

- Theorem 1 provides the main homework tool in this section for showing that a set is a subspace.

- Key Exercises: 1–18, 23–24.
1. Let $V$ be the first quadrant in the $xy$-plane; that is, let

$$V = \left\{ \begin{bmatrix} x \\ y \end{bmatrix} : x \geq 0, y \geq 0 \right\}$$

a. If $u$ and $v$ are in $V$, is $u + v$ in $V$? Why?

b. Find a specific vector $u$ in $V$ and a specific scalar $c$ such that $cu$ is not in $V$. (This is enough to show that $V$ is not a vector space.)
2. Let $W$ be the union of the first and third quadrants in the $xy$-plane. That is, let $W = \left\{ \begin{bmatrix} x \\ y \end{bmatrix} : xy \geq 0 \right\}$.

a. If $u$ is in $W$ and $c$ is any scalar, is $cu$ in $W$? Why?

b. Find specific vectors $u$ and $v$ in $W$ such that $u + v$ is not in $W$. This is enough to show that $W$ is not a vector space.
3. Let $H$ be the set of points inside and on the unit circle in the $xy$-plane. That is, let $H = \left\{ \begin{bmatrix} x \\ y \end{bmatrix} : x^2 + y^2 \leq 1 \right\}$. Find a specific example—two vectors or a vector and a scalar—to show that $H$ is not a subspace of $\mathbb{R}^2$. 
4. Construct a geometric figure that illustrates why a line in $\mathbb{R}^2$ \textit{not} through the origin is not closed under vector addition.
In Exercises 5–8, determine if the given set is a subspace of $\mathbb{P}_n$ for an appropriate value of $n$. Justify your answers.

5. All polynomials of the form $p(t) = at^2$, where $a$ is in $\mathbb{R}$.

6. All polynomials of the form $p(t) = a + t^2$, where $a$ is in $\mathbb{R}$.

7. All polynomials of degree at most 3, with integers as coefficients.

8. All polynomials in $\mathbb{P}_n$ such that $p(0) = 0$. 
9. Let $H$ be the set of all vectors of the form \[
\begin{bmatrix}
-2t \\
5t \\
3t
\end{bmatrix}.
\] Find a vector $v$ in $\mathbb{R}^3$ such that $H = \text{Span} \{v\}$. Why does this show that $H$ is a subspace of $\mathbb{R}^3$?
10. Let $H$ be the set of all vectors of the form \[
\begin{bmatrix}
3t \\
0 \\
-7t
\end{bmatrix},
\] where $t$ is any real number. Show that $H$ is a subspace of $\mathbb{R}^3$. (Use the method of Exercise 9.)
11. Let $W$ be the set of all vectors of the form \[
\begin{bmatrix}
2b + 3c \\
-b \\
2c
\end{bmatrix},
\]
where $b$ and $c$ are arbitrary. Find vectors $\mathbf{u}$ and $\mathbf{v}$ such that $W = \text{Span} \{ \mathbf{u}, \mathbf{v} \}$. Why does this show that $W$ is a subspace of $\mathbb{R}^3$?
12. Let $W$ be the set of all vectors of the form
\[
\begin{bmatrix}
2s + 4t \\
2s \\
2s - 3t \\
5t
\end{bmatrix}.
\]
Show that $W$ is a subspace of $\mathbb{R}^4$. (Use the method of Exercise 11.)
13. Let $v_1 = \begin{bmatrix} 1 \\ 0 \\ -1 \end{bmatrix}$, $v_2 = \begin{bmatrix} 2 \\ 1 \\ 3 \end{bmatrix}$, $v_3 = \begin{bmatrix} 4 \\ 2 \\ 6 \end{bmatrix}$, and $w = \begin{bmatrix} 3 \\ 1 \\ 2 \end{bmatrix}$.

a. Is $w$ in $\{v_1, v_2, v_3\}$? How many vectors are in $\{v_1, v_2, v_3\}$?

b. How many vectors are in $\text{Span}\{v_1, v_2, v_3\}$?

c. Is $w$ in the subspace spanned by $\{v_1, v_2, v_3\}$? Why?
14. Let \( \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \) be as in Exercise 13, and let \( \mathbf{w} = \begin{bmatrix} 1 \\ 3 \\ 14 \end{bmatrix} \). Is \( \mathbf{w} \) in the subspace spanned by \( \{ \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \} \)? Why?
In Exercises 15–18, let $W$ be the set of all vectors of the form shown, where $a$, $b$, and $c$ represent arbitrary real numbers. In each case, either find a set $S$ of vectors that spans $W$ or give an example to show that $W$ is not a vector space.

15. $\begin{bmatrix} 2a + 3b \\ -1 \\ 2a - 5b \end{bmatrix}$

16. $\begin{bmatrix} 1 \\ 3a - 5b \\ 3b + 2a \end{bmatrix}$

17. $\begin{bmatrix} 2a - b \\ 3b - c \\ 3c - a \\ 3b \end{bmatrix}$

18. $\begin{bmatrix} 4a + 3b \\ 0 \\ a + 3b + c \\ 3b - 2c \end{bmatrix}$
Mark each statement True or False. Justify each answer.

23. a. If \( \mathbf{f} \) is a function in the vector space \( V \) of all real-valued functions on \( \mathbb{R} \) and if \( \mathbf{f}(t) = 0 \) for some \( t \), then \( \mathbf{f} \) is the zero vector in \( V \).

b. A vector is an arrow in three-dimensional space.

c. A subset \( H \) of a vector space \( V \) is a subspace of \( V \) if the zero vector is in \( H \).

d. A subspace is also a vector space.

e. Analog signals are used in the major control systems for the space shuttle, mentioned in the introduction to the chapter.
Mark each statement True or False. Justify each answer.

24. a. A vector is any element of a vector space.
   b. If \( \mathbf{u} \) is a vector in a vector space \( V \), then \((-1)\mathbf{u}\) is the same as the negative of \( \mathbf{u} \).
   c. A vector space is also a subspace.
   d. \( \mathbb{R}^2 \) is a subspace of \( \mathbb{R}^3 \).
   e. A subset \( H \) of a vector space \( V \) is a subspace of \( V \) if the following conditions are satisfied: (i) the zero vector of \( V \) is in \( H \), (ii) \( \mathbf{u}, \mathbf{v}, \) and \( \mathbf{u} + \mathbf{v} \) are in \( H \), and (iii) \( c \) is a scalar and \( c\mathbf{u} \) is in \( H \).
4.2 Null Spaces, Column Spaces, & Linear Transformations

Key Exercises 3–6, 17–26

- This section provides a review of Chapter 1 using the new terminology.

- Key Exercises: 3–6, 17–26. They are simple but helpful.
In Exercises 3–6, find an explicit description of Nul $A$, by listing vectors that span the null space.

3. $A = \begin{bmatrix} 1 & 2 & 4 & 0 \\ 0 & 1 & 3 & -2 \end{bmatrix}$

4. $A = \begin{bmatrix} 1 & -3 & 2 & 0 \\ 0 & 0 & 3 & 0 \end{bmatrix}$

5. $A = \begin{bmatrix} 1 & -4 & 0 & 2 & 0 \\ 0 & 0 & 1 & -5 & 0 \\ 0 & 0 & 0 & 0 & 2 \end{bmatrix}$

6. $A = \begin{bmatrix} 1 & 3 & -4 & -3 & 1 \\ 0 & 1 & -3 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}$
For the matrices in Exercises 17–20, (a) find $k$ such that $\text{Nul } A$ is a subspace of $\mathbb{R}^k$, and (b) find $k$ such that $\text{Col } A$ is a subspace of $\mathbb{R}^k$.

17. $A = \begin{bmatrix} 6 & -4 \\ -3 & 2 \\ -9 & 6 \\ 9 & -6 \end{bmatrix}$

18. $A = \begin{bmatrix} 5 & -2 & 3 \\ -1 & 0 & -1 \\ 0 & -2 & -2 \\ -5 & 7 & 2 \end{bmatrix}$

19. $A = \begin{bmatrix} 4 & 5 & -2 & 6 & 0 \\ 1 & 1 & 0 & 1 & 0 \end{bmatrix}$

20. $A = \begin{bmatrix} 1 & -3 & 2 & 0 & -5 \end{bmatrix}$
23. Let \( A = \begin{bmatrix} -2 & 4 \\ -1 & 2 \end{bmatrix} \) and \( w = \begin{bmatrix} 2 \\ 1 \end{bmatrix} \). Determine if \( w \) is in \( \text{Col} \ A \). Is \( w \) in \( \text{Nul} \ A \)?
A is an $m \times n$ matrix. Mark each statement True or False. Justify each answer.

25. a. The null space of $A$ is the solution set of the equation $Ax = 0$.

b. The null space of an $m \times n$ matrix is in $\mathbb{R}^m$.

c. The column space of $A$ is the range of the mapping $x \mapsto Ax$.

d. If the equation $Ax = b$ is consistent, then $\text{Col} \ A$ is $\mathbb{R}^m$.

e. The kernel of a linear transformation is a vector space.

f. $\text{Col} \ A$ is the set of all vectors that can be written as $Ax$ for some $x$. 
$A$ is an $m \times n$ matrix. Mark each statement True or False. Justify each answer.

26. a. A null space is a vector space.
   b. The column space of an $m \times n$ matrix is in $\mathbb{R}^m$.
   c. Col $A$ is the set of all solutions of $Ax = b$.
   d. Nul $A$ is the kernel of the mapping $x \mapsto Ax$.
   e. The range of a linear transformation is a vector space.
   f. The set of all solutions of a homogeneous linear differential equation is the kernel of a linear transformation.
4.3 Linearly Independent Sets; Bases
Key Exercises 21–25

- The materials on bases for Null $A$ and Col $A$ are essential for Section 4.5 and 4.6.

- Key Exercises: 21–25.
Mark each statement True or False. Justify each answer.

21. a. A single vector by itself is linearly dependent.
   b. If $H = \text{Span} \{ \mathbf{b}_1, \ldots, \mathbf{b}_p \}$, then $\{ \mathbf{b}_1, \ldots, \mathbf{b}_p \}$ is a basis for $H$.
   c. The columns of an invertible $n \times n$ matrix form a basis for $\mathbb{R}^n$.
   d. A basis is a spanning set that is as large as possible.
   e. In some cases, the linear dependence relations among the columns of a matrix can be affected by certain elementary row operations on the matrix.
Mark each statement True or False. Justify each answer.

22. a. A linearly independent set in a subspace $H$ is a basis for $H$.
   
   b. If a finite set $S$ of nonzero vectors spans a vector space $V$, then some subset of $S$ is a basis for $V$.
   
   c. A basis is a linearly independent set that is as large as possible.
   
   d. The standard method for producing a spanning set for Nul $A$, described in Section 4.2, sometimes fails to produce a basis for Nul $A$.
   
   e. If $B$ is an echelon form of a matrix $A$, then the pivot columns of $B$ form a basis for Col $A$. 
23. Suppose $\mathbb{R}^4 = \text{Span}\{v_1, \ldots, v_4\}$. Explain why $\{v_1, \ldots, v_4\}$ is a basis for $\mathbb{R}^4$. 
24. Let $\mathcal{B} = \{v_1, \ldots, v_n\}$ be a linearly independent set in $\mathbb{R}^n$. Explain why $\mathcal{B}$ must be a basis for $\mathbb{R}^n$. 
25. Let \( \mathbf{v}_1 = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \), \( \mathbf{v}_2 = \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix} \), \( \mathbf{v}_3 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} \), and let \( H \) be the set of vectors in \( \mathbb{R}^3 \) whose second and third entries are equal. Then every vector in \( H \) has a unique expansion as a linear combination of \( \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \), because

\[
\begin{bmatrix} s \\ t \\ t \end{bmatrix} = s \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} + (t - s) \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix} + s \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}
\]

for any \( s \) and \( t \). Is \( \{ \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \} \) a basis for \( H \)? Why or why not?
4.4 Coordinate Systems

Key Exercises 15–16, 25–26, 32

Key Exercises: 15–16, 25–26, 32.
In Exercises 15 and 16, mark each statement True or False. Justify each answer. Unless stated otherwise, \( B \) is a basis for a vector space \( V \).

15. a. If \( x \) is in \( V \) and if \( B \) contains \( n \) vectors, then the \( B \)-coordinate vector of \( x \) is in \( \mathbb{R}^n \).

b. If \( P_B \) is the change-of-coordinates matrix, then \( [x]_B = P_B x \), for \( x \) in \( V \).

c. The vector spaces \( \mathbb{P}_3 \) and \( \mathbb{R}^3 \) are isomorphic.

16. a. If \( B \) is the standard basis for \( \mathbb{R}^n \), then the \( B \)-coordinate vector of an \( x \) in \( \mathbb{R}^n \) is \( x \) itself.

b. The correspondence \( [x]_B \mapsto x \) is called the coordinate mapping.

c. In some cases, a plane in \( \mathbb{R}^3 \) can be isomorphic to \( \mathbb{R}^2 \).
25. Show that a subset \( \{u_1, \ldots, u_p \} \) in \( V \) is linearly independent if and only if the set of coordinate vectors \( \{ [u_1]_B, \ldots, [u_p]_B \} \) is linearly independent in \( \mathbb{R}^n \). \textit{Hint:} Since the coordinate mapping is one-to-one, the following equations have the same solutions, \( c_1, \ldots, c_p \).

\[
\begin{align*}
\quad & c_1 u_1 + \cdots + c_p u_p = 0 \\
\text{The zero vector in } V \\
\quad & [c_1 u_1 + \cdots + c_p u_p]_B = [0]_B \\
\text{The zero vector in } \mathbb{R}^n
\end{align*}
\]
26. Given vectors $u_1, \ldots, u_p$, and $w$ in $V$, show that $w$ is a linear combination of $u_1, \ldots, u_p$ if and only if $[w]_B$ is a linear combination of the coordinate vectors $[u_1]_B, \ldots, [u_p]_B$. 
32. Let \( p_1(t) = 1 + t^2 \), \( p_2(t) = t - 3t^2 \), \( p_3(t) = 1 + t - 3t^2 \).

a. Use coordinate vectors to show that these polynomials form a basis for \( \mathbb{P}_2 \).

b. Consider the basis \( B = \{p_1, p_2, p_3\} \) for \( \mathbb{P}_2 \). Find \( q \) in \( \mathbb{P}_2 \), given that \( [q]_B = \begin{bmatrix} -1 \\ 1 \\ 2 \end{bmatrix} \).
4.5 The Dimension of a Vector Space
Key Exercises 19–22, 25–26, 30

Theorem 9 is true because a vector space isomorphic to $\mathbb{R}^n$ has the same algebraic properties as $\mathbb{R}^n$.

Key Exercises: 19–22, 25–26, 30
$V$ is a vector space. Mark each statement True or False. Justify each answer.

19. a. The number of pivot columns of a matrix equals the dimension of its column space.

b. A plane in $\mathbb{R}^3$ is a two-dimensional subspace of $\mathbb{R}^3$.

c. The dimension of the vector space $\mathbb{P}_4$ is 4.

d. If $\dim V = n$ and $S$ is a linearly independent set in $V$, then $S$ is a basis for $V$.

e. If a set $\{v_1, \ldots, v_p\}$ spans a finite-dimensional vector space $V$ and if $T$ is a set of more than $p$ vectors in $V$, then $T$ is linearly dependent.
$V$ is a vector space. Mark each statement True or False. Justify each answer.

20. a. $\mathbb{R}^2$ is a two-dimensional subspace of $\mathbb{R}^3$.
   
   b. The number of variables in the equation $Ax = 0$ equals the dimension of $\text{Nul } A$.

   c. A vector space is infinite-dimensional if it is spanned by an infinite set.

   d. If $\dim V = n$ and if $S$ spans $V$, then $S$ is a basis of $V$.

   e. The only three-dimensional subspace of $\mathbb{R}^3$ is $\mathbb{R}^3$ itself.
21. The first four Hermite polynomials are $1$, $2t$, $-2 + 4t^2$, and $-12t + 8t^3$. These polynomials arise naturally in the study of certain important differential equations in mathematical physics. Show that the first four Hermite polynomials form a basis of $\mathbb{P}_3$. 
22. The first four Laguerre polynomials are $1, 1 - t, 2 - 4t + t^2,$ and $6 - 18t + 9t^2 - t^3$. Show that these polynomials form a basis of $\mathbb{P}_3$. 
25. Let $S$ be a subset of an $n$-dimensional vector space $V$, and suppose $S$ contains fewer than $n$ vectors. Explain why $S$ cannot span $V$. 
26. Let $H$ be an $n$-dimensional subspace of an $n$-dimensional vector space $V$. Show that $H = V$. 
In Exercises 29 and 30, \( V \) is a nonzero finite-dimensional vector space, and the vectors listed belong to \( V \). Mark each statement True or False. Justify each answer. (These questions are more difficult than those in Exercises 19 and 20.)

29. a. If there exists a set \( \{v_1, \ldots, v_p\} \) that spans \( V \), then \( \dim V \leq p \).

   b. If there exists a linearly independent set \( \{v_1, \ldots, v_p\} \) in \( V \), then \( \dim V \geq p \).

   c. If \( \dim V = p \), then there exists a spanning set of \( p + 1 \) vectors in \( V \).

30. a. If there exists a linearly dependent set \( \{v_1, \ldots, v_p\} \) in \( V \), then \( \dim V \leq p \).

   b. If every set of \( p \) elements in \( V \) fails to span \( V \), then \( \dim V > p \).

   c. If \( p \geq 2 \) and \( \dim V = p \), then every set of \( p - 1 \) nonzero vectors is linearly independent.
4.6 Rank

Key Exercises 17–30
A is an $m \times n$ matrix. Mark each statement True or False. Justify each answer.

17. a. The row space of $A$ is the same as the column space of $A^T$.

b. If $B$ is any echelon form of $A$, and if $B$ has three nonzero rows, then the first three rows of $A$ form a basis for Row $A$.

c. The dimensions of the row space and the column space of $A$ are the same, even if $A$ is not square.

d. The sum of the dimensions of the row space and the null space of $A$ equals the number of rows in $A$.

e. On a computer, row operations can change the apparent rank of a matrix.
A is an $m \times n$ matrix. Mark each statement True or False. Justify each answer.

18. a. If $B$ is any echelon form of $A$, then the pivot columns of $B$ form a basis for the column space of $A$.

b. Row operations preserve the linear dependence relations among the rows of $A$.

c. The dimension of the null space of $A$ is the number of columns of $A$ that are not pivot columns.

d. The row space of $A^T$ is the same as the column space of $A$. 
19. Suppose the solutions of a homogeneous system of five linear equations in six unknowns are all multiples of one nonzero solution. Will the system necessarily have a solution for every possible choice of constants on the right sides of the equations? Explain.
20. Suppose a nonhomogeneous system of six linear equations in eight unknowns has a solution, with two free variables. Is it possible to change some constants on the equations' right sides to make the new system inconsistent? Explain.
21. Suppose a nonhomogeneous system of nine linear equations in ten unknowns has a solution for all possible constants on the right sides of the equations. Is it possible to find two nonzero solutions of the associated homogeneous system that are \textit{not} multiples of each other? Discuss.
22. Is it possible that all solutions of a homogeneous system of ten linear equations in twelve variables are multiples of one fixed nonzero solution? Discuss.
23. A homogeneous system of twelve linear equations in eight unknowns has two fixed solutions that are not multiples of each other, and all other solutions are linear combinations of these two solutions. Can the set of all solutions be described with fewer than twelve homogeneous linear equations? If so, how many? Discuss.
24. Is it possible for a nonhomogeneous system of seven equations in six unknowns to have a unique solution for some right-hand side of constants? Is it possible for such a system to have a unique solution for every right-hand side? Explain.
25. A scientist solves a nonhomogeneous system of ten linear equations in twelve unknowns and finds that three of the unknowns are free variables. Can the scientist be certain that, if the right sides of the equations are changed, the new nonhomogeneous system will have a solution? Discuss.
26. In statistical theory, a common requirement is that a matrix be of *full rank*. That is, the rank should be as large as possible. Explain why an $m \times n$ matrix with more rows than columns has full rank if and only if its columns are linearly independent.
27. Which of the subspaces Row $A$, Col $A$, Nul $A$, Row $A^T$, Col $A^T$, and Nul $A^T$ are in $\mathbb{R}^m$ and which are in $\mathbb{R}^n$? How many distinct subspaces are in this list?
28. Justify the following equalities:
   a. \( \dim \text{Row } A + \dim \text{Nul } A = n \)  \text{ Number of columns of } A
   b. \( \dim \text{Col } A + \dim \text{Nul } A^T = m \)  \text{ Number of rows of } A
29. Use Exercise 28 to explain why the equation $A\mathbf{x} = \mathbf{b}$ has a solution for all $\mathbf{b}$ in $\mathbb{R}^m$ if and only if the equation $A^T \mathbf{x} = \mathbf{0}$ has only the trivial solution.
30. Suppose $A$ is $m \times n$ and $b$ is in $\mathbb{R}^m$. What has to be true about the two numbers $\text{rank} \begin{bmatrix} A & b \end{bmatrix}$ and $\text{rank} A$ in order for the equation $Ax = b$ to be consistent?