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6.3 Orthogonal Projections

Orthogonal Projection: Review

y= %u is the orthogonal projection of ____ onto _____. J
oy
[ ] L ]
/
Suppose {uy,...,up} is an orthogonal basis for W in R". For
eachy in W,

-u -u
y:<yl)u1—|—--'+<yP>up
u - ug Up - Up [ll'l
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6.3 Orthogonal Projections

Orthogonal Projection: Example

Suppose {u1,up,u3} is an orthogonal basis for R® and let
W =Span{u;,us}. Write y in R as the sum of a vector y in W
and a vector z in W+

W oY

z® ; W

/_.uz L] 9
0

ui
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6.3 Orthogonal Projections

Orthogonal Projection: Example (cont.)

Solution: Write

-u -u -u
() () ()
ui -up 1 uz - u us - us3
where

y:<)’-ul>u+<y-U2)u27 Z:<y-us>u.
ui -up 1 uz - u uz - us 3

To show that z is orthogonal to every vector in W, show that z is
orthogonal to the vectors in {uj,uz}. Since

Z'u1: = :0

z-up = R ~0 W
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6.3 Orthogonal Projections
The Orthogonal Decomposition Theorem

Theorem (8)

Let W be a subspace of R". Then eachy in R" can be uniquely
represented in the form
y=y+z

wherey is in W and z is in W-. In fact, if {uy,...,u,} is any
orthogonal basis of W, then

. -u y-u
y:(y l)ul+...+<p>up
up - ug Up - Up

z=y-y.

and

The vectory is called the orthogonal projection of y onto W. Ill'l
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6.3 Orthogonal Projections
The Orthogonal Decomposition Theorem
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6.3 Orthogonal Projections
The Orthogonal Decomposition: Example

3 0 0
Letuy=| 0 |,uu=|1],andy=| 3 |. Observe that

1 0 10
{u1,uz} is an orthogonal basis for W =Span{uj,us}. Write y as
the sum of a vector in W and a vector orthogonal to W. )
Solution:

projwy =y = (Jluull) up + (:2':,22) uz

3 0 3
=( )1 0| +( Y11 =13
1 0 1
0 3 -3
z=y-y=| 3 | -3 | = 0
10 1 9 [Fl
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6.3 Orthogonal Projections

Geometric Interpretation of Orthogonal Projections
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6.3 Orthogonal Projections
The Best Approximation Theorem

Theorem (9 The Best Approximation Theorem)

Let W be a subspace of R", y any vector in R", and 'y the
orthogonal projection of y onto W. Then'y is the point in W
closest toy, in the sense that

ly=yll < lly = vli

for all v in W distinct fromy.

y

.// / /V — §=Pr°j Wy “
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6.3 Orthogonal Projections

The Best Approximation Theorem (cont.)

Outline of Proof: Let v in W distinct from y. Then
v—y is also in W (why?)
z = y—Yy is orthogonal to W = y—y is orthogonal to v—y
y-v=0-9+Gv) = ly-vl®=ly-3lI*+ [y-v|*

ly = vi* > [ly—yl*

Hence, ly—9| < lly — v
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6.3 Orthogonal Projections
The Best Approximation Theorem: Example

Find the closest point to y in Span{uy,u,} where
2 1 0
4 1 0
y= o ['W=1o | and u,= 1
=2 0 1
Solution:

= = O O
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6.3 Orthogonal Projections
New View of Matrix Multiplication

Part of Theorem 10 below is based upon another way to view
matrix multiplication where Ais m x p and Bis p X n

row, B
rows B
AB = [ coljA colA .-+ col,A |

row,B

= (col1 A) (row1 B) + - - - 4 (col,A) (row, B)
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6.3 Orthogonal Projections

New View of Matrix Multiplication: Example

5 6][21 3] [34 5 3
3 1|[40 2| |10 37
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6.3 Orthogonal Projections
Orthogonal Matrix

ul
uy
SoifU:[ul u --- up]. Then UT = : . So
ug
UUT:u1u1T+uQu2T+---+upu;
(UUT)y = (uu] +upuy +-- +upul)y
= (uruf) y + (wu) y + -+ (upu)) y
:ul(ulTy)+uz(u2Ty)+~-—|—up(u;—y)

=(y-up)ur +(y-u)uz+---+(y-up)up

= (UUT)y=(y-u)ur+(y - u)up+---+(y-up)up, P
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6.3 Orthogonal Projections

Orthogonal Projection: Theorem

Theorem (10)

o If{uy,...,u,} is an orthonormal basis for a subspace W of
R", then

projWy:(y-ul)ul—k----i-(y‘up)u,J

o IfU=[u uy -+ u,], then

projwy =UUTy for all y in R".

Outline of Proof:

projwy = (ﬁ) up+ -+ (:::fp) up
:(Y'Ul)u1+---+(y-up)up:UUTy. [ll'l
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