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With so many‘good books on iterative meth-
ods published in the 1990s and early 2000s,
e.g., (1, 9, 11, 12, 14], it was surprising to
see a new book on this subject, and I won-
dered what new material it might contain.
The answer is that there is not a lot new
on the basic iterative methods—conjugate
gradients, GMRES, BiCG, QMR, etc., are
the same as they were 10 years ago—but
this book contains new material on precon-
ditioners, Toeplitz and circulant matrices,
and multigrid and domain decomposition
methods, with a very nice arrangement of
topics to tie the ideas together. The the-
oretical analysis is rigorous and makes use
of a wide range of diverse techniques. The
book would be difficult for someone who
has little prior knowledge of iterative meth-
ods, but for those who are familiar with
the basics and wish to learn more about
analysis and applications, it is an excellent
resource.

Chapter 1 deals with Krylov subspace
methods and. presents rigorous mathemat-
ical theory of convergence as well as op-
timality of approximations. Convergence
estimates for nonnormal matrices are pre-
sented in terms of pseudospectra and the
numerical range. I had hoped to see some
of the more recent estimates such as.those
derived by Beckermann et al. (including
one of the authors of this book) [2, 3, 4]
and some discussion of the implications of
Crouzeix’s theorem or conjecture [7, 8] for
the convergence of GMRES. Still, the the-
ory that is presented is stated clearly and
proved elegantly. It also might have been
interesting to see some mention of the re-

cently popularized IDR method [13, 10].
Algorithms are presented in a form that is
easy to understand but not always best for
computation. (For example, the unmodi-
fied Gram-Schmidt version of GMRES is
given, with no discussion of how to up-
date the QR factorization of the Hessen-
berg matrix.) The authors state that their
book should be considered complementary
to other books on iterative methods, and
this is one of the areas in which other books
should be consulted.

Chapter 2 deals with Toeplitz matrices
and preconditioners, a topic that typically
receives less attention in books on iterative
methods. Simple and optimal circulant pre-
conditioners are defined and analyzed, and
the relation with the fast Fourier trans-
form is explained. The topic of multilevel
Toeplitz and circulant matrices is also ad-
dressed and leads naturally into the follow-
ing chapters on multigrid and domain de-
composition methods for problems arising
from partial differential equations.

Chapter 3 gives a very nice introduc-
tion to multigrid methods, used either as
stand-alone solvers or as preconditioners for
conjugate gradient or other iterative meth-
ods. Relevant properties of finite element
approximations are clearly delineated and
then used to provide a clear and succinct
proof of convergence (at a rate that is in-
dependent of the mesh size; i.e., with error
reduction factor 1/2 at each step) for a two-
grid method applied to the model problem
of Poisson’s equation. This is a chapter
that I would recommend to students with
or without a background in multigrid meth-
ods. I often recommend A Multigrid Tuto-
rial by Briggs et al. [6], but while that book
provides a very friendly, easy-to-read intro-
duction to how multigrid methods work, the
lack of mathematical analysis can lead to
confusion. This book makes the mathemat-
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ics very clear. I was especially interested in
the proof (p. 113) that the 2-norm of the
iteration matrix for the model problem is
less than or equal to 1/2, as proofs that I
had seen previously dealt with the A-norm
of the iteration matrix. After the section on
the two-grid method there is a nice expla-
nation of how two-grid theory can be used
to establish convergence of the multigrid
V-cycle or W-cycle.

Chapter 4 deals with space decomposi-
tion methods, such as alternating Schwarz
methods, domain decomposition methods,
and the additive multigrid method viewed
as a space decomposition algorithm. There
is discussion of the BPX (Bramble-Pasciak—
Xu) [5] preconditioner and also of hierarchi-
cal basis methods [15]. The unifying theme
is decomposition of the problem into differ-
ent parts (domains, frequencies, etc.), and
this point of view yields a unifying analysis.

The final chapter in the book discusses
applications and modifications of the gen-
eral theory that are often required to
develop algorithms that work in prac-
tice. Problems considered include singu-
larly perturbed partial differential equa-
tions and certain problems in fluid mechan-
ics. There is discussion of different multigrid
smoothers that may be needed in order to
obtain: convergence rates that are indepen-
dent of the mesh size. Examples are ILU
smoothers and a number of others designed
for specific types of problems.

Overall, I enjoyed this book very much.
There are a number of typos and occa-
sional changes in notation (e.g., sometimes
the grid size is 1/N and sometimes it is
1/(N +1)) and I wish the authors would
avoid the expression cond(BA) for the ratio
of the largest to smallest eigenvalue of the
preconditioned matrix BA (or AB) in the
conjugate gradient algorithm. This leads
to confusion in Theorem 1.33 and the dis-
cussion afterwards, where the norm being
used is not specified. Hopefully these small
issues can be fixed if a second edition ap-
pears. This book demonstrates the blend-
ing that has taken place during the last 20
years or so of what were once considered
somewhat separate and maybe even com-
peting ideas—iterative methods, multigrid,
and domain decomposition—into one co-
hesive whole. The mathematical theory is

there, and there are helpful exercises at the
end of each chapter to drive home the main
points. It is a valuable new resource for the
research community in iterative methods.
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Earth’s climate system has all the character-
istics of a complex system. It has many com-
ponents (atmosphere, oceans, cryosphere,
biosphere, lithosphere), all components in-
teract in complicated nonlinear ways, and
there are many feedback loops that can be
positive (reinforcing) or negative (inhibit-
ing) depending on the state of the system.
It is self-organizing and shows more emer-
gent phenomena than we can handle. Un-
fortunately, controlled experiments are im-
possible: there is no Planet B. Since the
beginning of the industrial revolution we
have been engaged in an uncontrolled -ex-
periment, and the results don’t look good.
Climate change is a fact, and we had better
gather our intellectual resources to see what
might happen if we change our habits or if
we do nothing,

Fortunately, climate models enable us to
explore “what-if” scenarios' through large-
scale numerical simulations. In fact, the
computer has become the laboratory of the
climate scientist and so-called community
climate models (CCMs) are the in-silico
tools of the trade. The Intergovernmental
Panel on Climate Change (IPCC) assesses
the state of our knowledge of the climate
system every four years or so on the ba-
sis of results obtained with a collection of
“sanctioned” CCMs.

Climate models are process models that
incorporate many of the processes which
determine the dynamics of our climate sys-
tem. But they cannot incorporate all the
processes, either because we don’t know
enough about them or because they play out
on scales that cannot be captured. As a con-
sequence, projections generated by CCMs
for the future are always subject to un-

certainty. This makes climate modeling an
interesting topic of research for the STAM
community.

CCMs are essentially algorithmic imple-
mentations of the laws of nature. These
laws determine how the system evolves in
time and are commonly formulated as (ordi-
nary or partial) differential equations. The
equations are discretized according to any
of a number of approximation procedures
and implemented in numerical algorithms
designed for the particular computer archi-
tecture on which the simulations are to be
performed. All this is the bread and butter
of computational science. )

The book under review was written from
the perspective of a particular climate
model, namely, the Community Climate
System Model (CCSM), which was (and
is still being). developed by a research com-
munity sponsored by the U.S. Department
of Energy. The book gives an overview of
what goes into the CCSM. and how the al-
gorithms are formulated and implemented.
The focus is on the atmosphere and ocean,
the two primary components of the climate
system. )

The book opens with a chapter on climate
data and the basic circulation patterns of
Earth’s atmosphere and oceans. Chapter
2 is devoted to the formulation of the ba-
sic equations, the conservation equations of
mass, momentum, and energy for a fluid on
the surface of a rotating sphere. The Cori-
olis effect plays an important role and, de-
pending on the scale of interest, various sim-
plifications are possible (geostrophic wind
approximation, hydrostatic approximation,
shallow water approximation, etc.). The
chapter ends with two examples: the hy-
drostatic baroclinic equations used in the
atmospheric component of the Community
Atmosphere Model and the continuity; mo-
mentum, and hydrostatic equations for the
Parallel Ocean Program.

Chapter 3 is devoted to the discretization
of the basic equations, in both the spatial
domain and the time domain. The au-
thor describes in detail the control-volume
method, the semi-Lagrangian transport
method, and Galerkin spectral methods.
In the course of the discussion, the reader
learns about varicus solution methods (fac-
torization, conjugate gradient, GMRES),
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