
Choosing the kernel parameters for SVMs by the
inter-cluster distance in the feature space
Authors: Kuo-Ping Wu, Sheng-De Wang

Published 2008

Presented by: Nandini Deka
UH Mathematics Spring 2014 Workshop ”Kernel Based Automatic

Learning”

April 29,2014

Presented by: Nandini Deka UH Mathematics Spring 2014 Workshop ”Kernel Based Automatic Learning”Choosing Kernel Parameters April 29,2014 1 / 30



Introduction

SVMs are used as binary classifiers which constructs a separating
hyperplane, for classification,regression etc. The hyperplane is represented
by a small number of data points, called support vectors (SVs).
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Kernel types:

Linear : K (x , x ′) =< x , x ′ >

Polynomial : K (x , x ′) = (γ < x , x ′ > +r)d , γ > 0

Gaussian : K (x , x ′) = exp(−γ||x − x ′||2) , γ > 0

The values {d , γ} and γ in the polynomial and gaussian kernels are the
kernel parameters which need to be chosen optimally for the SVM.
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SVM formulation

Training data set (xi , yi ), i = 1, 2, .., l , xiεR
n, yiε{+1,−1}, where Rn is

the input space, xi the sample vector and yi the class label of xi .
The separating hyperplane (w , b) is a linear discriminating function, that
solves the optimization problem:

min
w ,b,ξ

< w ,w > +C
l∑

i=1

ξi

subject to yi (< w , xi > +b) ≥ 1− ξi , i = 1, 2, .., l , ξi ≥ 0

Here C is the penalty parameter of error, about which there is no a priori
knowledge.
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Model Selection

Aim: to use different SVM training methods to choose the optimal
combination of parameters < C , kernel parameters > for the classifier with
the maximum testing accuracy.

Methods already used:

Grid search algorithm for all values of < C , kernel parameters >

Use the receiver operating characteristic (ROC) curve , as done by
Ancona et al. (2002)

Genetic Algorithms (GAs) (2002 - 2005)

Training time complexity (for a sample size l) : O(l) - O(l2).
In the worst case it has been found to be : O(l4) (Hush and Scovel, 2003)
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Separation index

The separation index represents the degree at which the data are separated
in the self reproducing Hilbert space,H, defined by the parameters and the
corresponding kernel functions.

Cluster validation index

The clustering problem is equivalent to partitioning the unlabeled data
into subsets, with each subset being a cluster. The clusters should be as
far away as possible, in addition to not overlapping with each other. To
judge the degree of the separation of clusters several inter-cluster distance
functions are used to validate whether the data are well-clustered by a
specific partition.
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Proposed method

Use one of the Cluster Validation measures as the data separation index to
predict possible good SVM parameter combination of :

the kernel parameters

the penalty parameter of error,C , is the weight of the slack variables
or the error terms.

Experimental Results:

The parameter combinations with higher values of the cluster
validation index, have high testing accuracy in most cases.

The computation time is much shorter than training many SVMs to
select one parameter combination.
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Grid Search Method:

• When the validation data are not available, k-fold cross validation can
be used to acquire the validation accuracy.
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Other indices used to estimate accuracy

Takahashi used the ratio of the number of Support Vectors to the size
of the training set as an index. (2003)

Phetkaew proposed using the SVM margin to identify a classifier that
causes wrong classifications. (2002)

Bezdek and Pal mentioned several inter-cluster distance measures (δi )
as an index. (1998)

Wu and Wang proposed an index derived from distance between the
mean of the two classes(clusters).Bezdek used this index for
unsupervised data clustering. (2006)
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Inter-Cluster distances

In the sample space the inter-cluster distances can be :

shortest dist: δ1(X ,Y ) = minxεX ,yεY d(x , y)

longest dist: δ2(X ,Y ) = maxxεX ,yεY d(x , y)

average dist: δ3(X ,Y ) = 1
l+l−

∑
xεX ,yεY d(x , y)

distance between two class means:
δ4(X ,Y ) = d(m+,m−) = d

(∑
xεX x
l+

,
∑

yεY y

l−

)
δ5(X ,Y ) = 1

l++l−

(∑
xεX d(x ,m−) +

∑
yεY d(y ,m+)

)
where X and Y are positive and negative classes, l+ and l− are the sample
sizes resp., and m+ and m− are the class means of X and Y .
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Distances in the Hilbert space:

The distances can be calculated in the Hilbert space associated to the
kernel, with the Hilbert space norm and the kernel function incorporated.
The distance between two samples in the Hilbert space can be evaluated
as:

d(φ(x), φ(y)) =
√
|φ(x)− φ(y)|22 =

√
K (x , x) + K (y , y)− 2K (x , y)

This can be used to calculate the inter cluster distance measures δ4f and
δ5f in the Hilbert space.
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Choosing < C , kernel parameters >

• The indices quantify the degree of separation of the classes and thus can
estimate the classifier generalization ability. Thus the validation accuracy
can be substituted by using the separation indexes to choose the kernel
parameters.

• Since calculating the index values involve the kernel functions, the kernel
parameters can be chosen to maximize separation index.

• Choose only the penalty parameter C by the validation process.

• The training time is composed of the calculation time of all separation
index values and the SVM model training time for one kernel parameter
combination and all C values.
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Using distance index to choose a desired classifier

for each choice of kernel parameter combination
→ calculate the distance index of the training data
→ pick the parameter combination which leads to best separation index
→ for each C train a classifier with the training data
→ pick the classifier with highest validation accuracy

The C which results in this classifier and the kernel parameter selected by
the separation index value form the parameter combination for the
classification problem.
This classifier is used to find the testing accuracy of the model.
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Experiments and Results

binary-class classification problems

Random subsets of Adult database: to predict whether income
exceeds $50k per yr based on census data.The data set has 14
features, among which 6 are continuous and 8 are categorical. In this
data set, continuous features are discretized into quantiles, and each
quantile is represented by a binary feature. Also, a categorical feature
with m categories is converted to m binary features.

Random subsets of Web database: to classify whether a web page
belongs to a category or not. Each input was 300 sparse binary
keyword attributes extracted from each web page.
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multi-class classification problems

Modified DNA data set for recognizing splice junctions (points on a
DNA sequence at which ‘superfluous’ DNA is removed during the
process of protein creation in higher organisms). The problem posed
in this dataset is to recognize, given a sequence of DNA, the
boundaries between exons (the parts of the DNA sequence retained
after splicing) and introns (the parts of the DNA sequence that are
spliced out)

Satimage database : consists of the multi-spectral values of pixels in
3x3 neighbourhoods in a satellite image, and the classification
associated with the central pixel in each neighbourhood. The aim is
to predict this classification, given the multi-spectral values. In the
sample database, the class of a pixel is coded as a number.

Letter database: to identify each of a large number of
black-and-white rectangular pixel displays as one of the 26 capital
letters in the English alphabet.
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Specifications of the data sets

Data Set # of classes # of features # traning data

a1a 2 123 1605
a2a 2 123 2265
a3a 2 123 3185
a4a 2 123 4781
a5a 2 123 6414

w1a 2 300 2477
w2a 2 300 3407
w3a 2 300 4912
w4a 2 300 7366
w5a 2 300 9888

DNA 3 180 1400
letter 26 16 10500
satimage 6 36 3104
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Results: Gaussian kernel for binary-class a1a, subset of
Adult database (γ ε{2−20, .., 220})

Using fivefold cross validation: a speed up of 40.8 is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (22, 2−5) 84.40 3315.3
Proposed method (22, 2−4) 83.89 81.3

Using onefold cross validation: a speed up of 19 is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (27, 2−11) 84.33 660.6
Proposed method (21, 2−4) 83.73 34.8
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Results: Gaussian kernel for binary-class w1a, subset of
Web database (γ ε{2−20, .., 220})

Using fivefold cross validation: a speed up of 41.8 is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (24, 2−4) 97.83 6458.9
Proposed method (24, 2−4) 97.83 154.6

Using onefold cross validation: a speed up of 16.3 is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (24, 2−4) 97.83 1274.2
Proposed method (24, 2−4) 97.83 78.0
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Results: Gaussian kernel for multi-class database
(γ ε{2−20, .., 220})

Using fivefold cross validation for DNA database: a speed up of 14.2
is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (23, 2−6) 94.69 4096.3
Proposed method (23, 2−6) 94.69 288.0

Using fivefold cross validation for letter database: a speed up of 51.1
is observed

Method Used Chosen (C , γ) accuracy(%) Training time (s)

Grid Search (23, 23) 97.00 327668.6
Proposed method (26, 2−1) 96.19 6406.5
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Tranining time vs training sample size

Training times of the grid search method and the proposed method grow
in a similar way, while the grid search method costs more time.

• Both methods can decrease training time with a sub-sampling strategy.
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Using Polynomial kernel with one-against-one strategy for
multi-class databases

DNA database with a speed-up of 5.7

Method Used Chosen (C , γ, d) accuracy(%) Training time (s)

Grid Search (2−7, 22, 21) 94.35 728.4
Proposed method (2−7, 23, 22) 92.41 128.6

letter database with a speed-up of 10.7

Method Used Chosen (C , γ, d) accuracy(%) Training time (s)

Grid Search (2−2, 20, 21) 95.32 10070.3
Proposed method (2−5, 23, 22) 94.82 939.7
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satimage database with a speed-up of 4

Method Used Chosen (C , γ, d) accuracy(%) Training time (s)

Grid Search (2−6, 22, 22) 88.9 452.4
Proposed method (2−5, 23, 22) 88.65 114.0

• for kernel parameters: r ε{0, 20, .., 23} , d ε{20, 21, 22},i.e. using 15
parameter combinations, a 15 time speed-up is expected.
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Reduced parameter search space

If the parameter search space is reduced, the speed up of the proposed
method decreases.

Using the gaussian kernel with γ ε {2−5, 2−4, .., 25}, i.e. 10 available
parameter choices, the expected time speed-up is about 10 times, as
compared to the 40 times for the wider parameter search space before.

Using both LIBSVM and another SVM training tool SVMtorch, the speed
up times are :
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Database LIBSVM speed up SVMtorch speed up

a1a 15.4 13.7
a2a 15.0 13.5
a3a 15.6 13.7
a4a 15.2 15.2
a5a 15.5 21.9
w1a 23.5 23.1
w2a 24.8 24.6
w3a 26.8 26.2
w4a 35.7 46.7
w5a 52.4 55.0
DNA (one-against-one) 9.2 6.2
DNA (one-against-rest) 8.5 5.5
letter(one-against-one) 11.4 10.3
letter(one-against-rest) 4.7 2.9
setimage(one-against-one) 6.3 6.3
setimage(one-against-rest) 3.8 3.1
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CONCLUSIONS

It is proposed to calculate the inter-cluster distance in the associated
hilbert space to help determine the kernel parameters for training the SVM
models

Results in SVM models that perform as good as the models chosen by
the grid search method in testing accuracy.

The proposed index can be calculated much faster than training
SVMs with non-deterministic iterations.

Time complexity of calculating indexes can be further reduced by the
sub-sampling strategy.

Method is suitable for a larger kernel search space, such as a finer
grid for exhaustive searching for better kernel parameters
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Appendix

Table: for γε{2−20, 2−19, .., 220} testing accuracy and training times with
grid search and proposed indexed method:
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Table: for γε{2−20, 2−19, .., 220} testing accuracy and training times with
grid search and proposed indexed method, using one-fold training process:
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Table: testing accuracy and training times with grid search and proposed
indexed method, using polynomial kernel, for rε{0, 20, .., 23} and
dε{20, 21, 22} :
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Table: Comparing the training time of different training tools in a reduced
parameter search space, for γε{2−5, 2−4, .., 25}
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