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Introduction

SVMs are used as binary classifiers which constructs a separating
hyperplane, for classification,regression etc. The hyperplane is represented
by a small number of data points, called support vectors (SVs).
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Kernel types:

o Linear: K(x,x") =< x,x" >
@ Polynomial : K(x,x') = (y < x,x' > +r)¢, v >0
e Gaussian : K(x,x') = exp(—||x — x|[?) , v >0

The values {d,~} and ~ in the polynomial and gaussian kernels are the
kernel parameters which need to be chosen optimally for the SVM.
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SVM formulation

Training data set (x;,y;), i =1,2,..,1, x;eR", yje{+1,—1}, where R" is
the input space, x; the sample vector and y; the class label of x;.

The separating hyperplane (w, b) is a linear discriminating function, that
solves the optimization problem:

/
min < W,W>+Cz;€i
=

ILg]

subject to yi(< w,x; > +b)>1-¢,i=1,2,..,1,§>0

Here C is the penalty parameter of error, about which there is no a priori
knowledge.
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Model Selection

Aim: to use different SVM training methods to choose the optimal

combination of parameters < C, kernel parameters > for the classifier with
the maximum testing accuracy.

Methods already used:

@ Grid search algorithm for all values of < C, kernel parameters >

@ Use the receiver operating characteristic (ROC) curve , as done by
Ancona et al. (2002)

@ Genetic Algorithms (GAs) (2002 - 2005)

Training time complexity (for a sample size /) : O(/) - O(/?).
In the worst case it has been found to be : O(/*) (Hush and Scovel, 2003)
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Separation index

The separation index represents the degree at which the data are separated
in the self reproducing Hilbert space,H, defined by the parameters and the
corresponding kernel functions.

Cluster validation index

The clustering problem is equivalent to partitioning the unlabeled data
into subsets, with each subset being a cluster. The clusters should be as
far away as possible, in addition to not overlapping with each other. To
judge the degree of the separation of clusters several inter-cluster distance
functions are used to validate whether the data are well-clustered by a
specific partition.
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Proposed method

Use one of the Cluster Validation measures as the data separation index to
predict possible good SVM parameter combination of :

@ the kernel parameters

@ the penalty parameter of error,C, is the weight of the slack variables
or the error terms.

Experimental Results:

@ The parameter combinations with higher values of the cluster
validation index, have high testing accuracy in most cases.

@ The computation time is much shorter than training many SVMs to
select one parameter combination.
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Grid Search Method:

%
= =

e When the validation data are not available, k-fold cross validation can

be used to acquire the validation accuracy.
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Other indices used to estimate accuracy

@ Takahashi used the ratio of the number of Support Vectors to the size
of the training set as an index. (2003)

@ Phetkaew proposed using the SVM margin to identify a classifier that
causes wrong classifications. (2002)

@ Bezdek and Pal mentioned several inter-cluster distance measures (J;)
as an index. (1998)

@ Wu and Wang proposed an index derived from distance between the
mean of the two classes(clusters).Bezdek used this index for
unsupervised data clustering. (2006)
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Inter-Cluster distances

In the sample space the inter-cluster distances can be :

@ shortest dist: 01(X, Y) = mingex ey d(x,y)
o longest dist: 02(X, Y) = maxyex, ey d(x,y)

@ average dist: J3(X,Y) = ﬁ > xex.yey d(x. ¥)
@ distance between two class means:
— erXX Z EYy
64(X7 Y) - d(m-i-v m—) d I

0 350X, ¥) = i (Lrox dlxsmo) + X,y dly ms))
where X and Y are positive and negative classes, /1 and /_ are the sample
sizes resp., and m; and m_ are the class means of X and Y.
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Distances in the Hilbert space:

The distances can be calculated in the Hilbert space associated to the
kernel, with the Hilbert space norm and the kernel function incorporated.
The distance between two samples in the Hilbert space can be evaluated
as:

d((x), 6(y)) = \/16(x) — d(¥)3 = VK(x,x) + K(y,y) — 2K(x, y)

This can be used to calculate the inter cluster distance measures d4¢ and
dsf in the Hilbert space.
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Choosing < C, kernel parameters >

e The indices quantify the degree of separation of the classes and thus can
estimate the classifier generalization ability. Thus the validation accuracy
can be substituted by using the separation indexes to choose the kernel
parameters.

e Since calculating the index values involve the kernel functions, the kernel
parameters can be chosen to maximize separation index.

e Choose only the penalty parameter C by the validation process.

e The training time is composed of the calculation time of all separation
index values and the SVM model training time for one kernel parameter
combination and all C values.
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Using distance index to choose a desired classifier

for each choice of kernel parameter combination
— calculate the distance index of the training data
— pick the parameter combination which leads to best separation index
— for each C train a classifier with the training data
— pick the classifier with highest validation accuracy

The C which results in this classifier and the kernel parameter selected by
the separation index value form the parameter combination for the
classification problem.

This classifier is used to find the testing accuracy of the model.
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Experiments and Results

binary-class classification problems

@ Random subsets of Adult database: to predict whether income
exceeds $50k per yr based on census data.The data set has 14
features, among which 6 are continuous and 8 are categorical. In this
data set, continuous features are discretized into quantiles, and each
quantile is represented by a binary feature. Also, a categorical feature
with m categories is converted to m binary features.

@ Random subsets of Web database: to classify whether a web page
belongs to a category or not. Each input was 300 sparse binary
keyword attributes extracted from each web page.
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multi-class classification problems

e Modified DNA data set for recognizing splice junctions (points on a
DNA sequence at which ‘superfluous’ DNA is removed during the
process of protein creation in higher organisms). The problem posed
in this dataset is to recognize, given a sequence of DNA, the
boundaries between exons (the parts of the DNA sequence retained
after splicing) and introns (the parts of the DNA sequence that are
spliced out)

@ Satimage database : consists of the multi-spectral values of pixels in
3x3 neighbourhoods in a satellite image, and the classification
associated with the central pixel in each neighbourhood. The aim is
to predict this classification, given the multi-spectral values. In the
sample database, the class of a pixel is coded as a number.

@ Letter database: to identify each of a large number of

black-and-white rectangular pixel displays as one of the 26 capital
letters in the English alphabet.
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Specifications of the data sets

Data Set # of classes # of features # traning data

ala 2 123 1605
al2a 2 123 2265
a3a 2 123 3185
ada 2 123 4781
aba 2 123 6414
wla 2 300 2477
w2a 2 300 3407
w3a 2 300 4912
wéa 2 300 7366
wba 2 300 0888
DNA 3 180 1400
letter 26 16 10500
satimage 6 36 3104
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Results: Gaussian kernel for binary-class ala, subset of
Adult database ({2729, .., 220})

Using fivefold cross validation: a speed up of 40.8 is observed
Method Used Chosen (C,v) accuracy(%) Training time (s)

Grid Search (22,279) 84.40 3315.3
Proposed method (22,27%) 83.89 81.3

Using onefold cross validation: a speed up of 19 is observed
Method Used Chosen (C,v) accuracy(%) Training time (s)

Grid Search (27,2711 84.33 660.6
Proposed method (21,27%) 83.73 34.8
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Results: Gaussian kernel for binary-class wla, subset of
Web database (v {272, .., 220})

Using fivefold cross validation: a speed up of 41.8 is observed
Method Used Chosen (C,v) accuracy(%) Training time (s)

Grid Search (24,274 97.83 6458.9
Proposed method (2*,27%) 97.83 154.6

Using onefold cross validation: a speed up of 16.3 is observed
Method Used Chosen (C,v) accuracy(%) Training time (s)

Grid Search (24,274) 97.83 1274.2
Proposed method (2*,27%) 97.83 78.0
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Results: Gaussian kernel for multi-class database
(v {2720, ..,22%})

Using fivefold cross validation for DNA database: a speed up of 14.2
is observed

Method Used Chosen (C,v) accuracy(%) Training time (s)

Grid Search (23,279) 94.69 4096.3
Proposed method (23,279) 94.69 288.0

Using fivefold cross validation for letter database: a speed up of 51.1
is observed

Method Used Chosen (C,vy) accuracy(%) Training time (s)

Grid Search (23,23) 97.00 327668.6
Proposed method (2°,271) 96.19 6406.5
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Tranining time vs training sample size

Training times of the grid search method and the proposed method grow
in a similar way, while the grid search method costs more time.
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e Both methods can decrease training time with a sub-sampling strategy.
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Using Polynomial kernel with one-against-one strategy for
multi-class databases

DNA database with a speed-up of 5.7

Method Used Chosen (C,v,d) accuracy(%) Training time (s)

Grid Search (277,22, 21 94.35 728.4
Proposed method (277, 23,22) 92.41 128.6

letter database with a speed-up of 10.7

Method Used Chosen (C,v,d) accuracy(%) Training time (s)

Grid Search (272,20 21) 95.32 10070.3
Proposed method (27°,23,22) 94.82 939.7
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satimage database with a speed-up of 4

Method Used Chosen (C,v,d) accuracy(%) Training time (s)

Grid Search (270,22, 22) 88.9 452 4
Proposed method (275, 23,22) 88.65 114.0

o for kernel parameters: r ¢{0,2°,..,23} , d €{20,21,22} i.e. using 15
parameter combinations, a 15 time speed-up is expected.
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Reduced parameter search space

If the parameter search space is reduced, the speed up of the proposed
method decreases.

Using the gaussian kernel with e {27° 274 .. 2%} i.e. 10 available
parameter choices, the expected time speed-up is about 10 times, as

compared to the 40 times for the wider parameter search space before.

Using both LIBSVM and another SVM training tool SVMtorch, the speed
up times are :
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Database LIBSVM speed up SVMtorch speed up
ala 154 13.7
ala 15.0 13.5
a3a 15.6 13.7
ada 15.2 15.2
aba 155 21.9
wla 23.5 23.1
w2a 24.8 24.6
w3a 26.8 26.2
wéa 35.7 46.7
wba 52.4 55.0
DNA (one-against-one) 9.2 6.2
DNA (one-against-rest) 8.5 5.5
letter(one-against-one) 11.4 10.3
letter(one-against-rest) 4.7 2.9
setimage(one-against-one) 6.3 6.3
setimage(one-against-rest) 3.8 3.1
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CONCLUSIONS

It is proposed to calculate the inter-cluster distance in the associated
hilbert space to help determine the kernel parameters for training the SVM
models

@ Results in SVM models that perform as good as the models chosen by
the grid search method in testing accuracy.

@ The proposed index can be calculated much faster than training
SVMs with non-deterministic iterations.

@ Time complexity of calculating indexes can be further reduced by the
sub-sampling strategy.

@ Method is suitable for a larger kernel search space, such as a finer
grid for exhaustive searching for better kernel parameters
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Appendix

Table: for ye{2729, 2719 | 220} testing accuracy and training times with

grid search and proposed indexed method:

Table 2

Testing accuracy (%) and rraining times (s) with the grid search method and the proposed indexed merhod

Dara ser Grid search Proposed method

Chosen (i Testing accuracy (%) Training time (s) (Chosen (C,7) Testing accuracy (%) Training time (5) Speed-up [times)

ala r3 B4.40 33153 224 8389 813 408

ala (r 3 8183 65353 RS 8434 161.0 406

FEF] @2, B451 127171 @524 B4.31 30B.8 412

ada (2= B4.62 289246 ERESY 8455 704.1 411

asa 2=, B4.45 517368 21.2-4 84.40 1250.0 411

wla 24 9783 64589 2LxY 9783 1546 418

w2a 2 08.12 126275 24.2-4 98.05 2973 425

wia @, 08,30 248742 @4z 0832 570.0 436

wia 25, 03 48 740275 [rate 08 38 12345 60.0

w5a (23, 08.60 194603.0 (23,274 9853 21796 803

dna (2, 0450 40063 (23, 2-5) 0450 2880 142

lerer @22 97.00 3276686 @82y 96.19 64065 511

sarimage (2%, 2% 00,40 100309 @723 8010 6472 155
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Table: for ye{2729,2719 | 220} testing accuracy and training times with
grid search and proposed indexed method, using one-fold training process:

Table 3

Testing accuracy (%) and training times ($) with the grid search method and the proposed indexed method. using only onefold training process

Dara set Crid search Proposed method
Chosen {C.7) Testing accuracy (%) Training rime (5) (Chosen (C.7} Testing accuracy (%) Training rime () Speed-up (rimes)
ala @2 8433 660.6 2124 8373 348 190
ala (2,2-Y 8411 12013 21,24 8434 68,0 188
a3 125,27 8451 25404 (21.24) 8412 1343 100
ada (2,29 8429 57622 (20,24 8455 303.1 190
a5a 227 84.16 102359 J 8425 547.0 187
wila (2.2 0783 12742 0783 780 162
wla 224 08.05 25035 0805 1538 163
wia 2.27) 9830 40511 9773 3019 164
wia (26.2-7) 0349 141032 0837 6744 210
w33 (2224 9853 404263 98.53 11924 339
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Table: testing accuracy and training times with grid search and proposed
indexed method, using polynomial kernel, for re{0,2°,..,23} and

de{20,21 22} -

Table 5

Testing accuracy (%) and rraining time (s) with the polynomial kernel

Dara ser (Grid search Proposed method

Chosen (C.r.d} Testing accuracy (%) Training time (s) (Chosen (C.r.d) Testing accuracy (%) Training time (s) Speed-up (rimes)

252 23,2825 B448 42575637 PR 7832 16083 2507

w5a . 0851 49543 a7.8 473.1 105

dna 2-7.22.20) 9435 7384 24 1286 5.7

lemer 2222 0532 10070.3 04,82 0307 10.7

satimage (25.22.2% 880 4524 88.65 1140 40
Presented by: Nandini Deka UH Mathematics Choosing Kernel Parameters

April 29,2014

29 / 30



Table: Comparing the training time of different training tools in a reduced
parameter search space, for ye{27>,274 .. 2%}

Table 6
Comparing rthe rraining time (s) of different raining rools in a reduced paramerer search space
Dara set LIBSVM SWMrorch

Grid search Proposed method Grid search Proposed merhod

Training rime Training rime Speed-up (times) Training rime Training time Speed-up (rimes)
ala 7505 487 154 9249 67.5 137
aZa 14625 974 150 16948 1259 135
ada 2841.1 1827 156 3067.5 2242 137
ada 6410.0 4219 152 72415 4767 152
aha 114736 7414 155 17963 4 8211 ne
wla 16889 719 235 24417 1057 231
w2a 33123 1333 248 44779 1820 246
wia 64723 2417 268 8300.0 316.2 262
wia 177049 4065 357 284576 600.4 467
w5a 446178 8514 524 558506 10156 55.0
dna (one-against-one) 11547 1252 92 6154 986 6.2
dna {one-against-rest) 20289 2304 85 1049.7 1921 5.5
lener (one-against-one) 304466 26827 13 364025 3536.1 103
lerer (one-against-resr) 0B956.6 209259 47 619608 212157 29
sarimage (one-against-one) 11024 1879 63 14805 2362 6.3
sarimage (one-against-resr) 24787 6453 38 21134 672.1 31
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