Matrices and Linear Systems

A matrizis a rectangular array of numbers, usually real or complex numbers, aligned along

its rows and columns. Examples include
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I'll use round brackets, i.e. ( and ), to delineate matrix elements. Some use square

brackets, i.e. [ and ] , but I’ll use square brackets for other purposes.

The size of a matrix is its number of rows by its number of columns. The matrix in (1)
has 3 rows by 2 columns, or simply 3 x 2 (rows x columns). The matrix in (2) isa 4 x 1
matrix, and the matrix in (3) is 2 x 3. It’s very common to refer to the class of matrices
of size m x n which have real numbers as elements by R”*". For example, the matrix (1)

is in R3*2. The class of m x n matrices with complex elements will be denoted by C™*".

I'll use Roman letters (often upper case but sometimes lower) to signify a given matrix

and the equal sign for matrix assignment,

_ -1 3 2 2x3
A_( 5 _4 7)6]R )

The double subscript A; ; will be used to denote the particular element (i.e. a number)

of matrix A located at row i, column j. For example, for the matrix A just defined,
Ag’l =5 and A272 = —4.

Matrix addition is only defined between two matrices which have the same size,
AeR™ " BeR™™ (or C™*™)
= C=A4BeR™" (or C™*")
Cij=A4;;+B;; foreachl1<i<mand1l<j<n.

For example

1 2 2 1 1+2 241 3 3
A=|4 3|,B=[0 4| = Cc=A+B=|4+0 3+4| =4 7
5 1 2 3 542 143 7 4

Scalar matrix multiplication is defined between any scalar and matrix,
a€eR (orC), AeR™"™ (or Cm*")
= C=aAeR™" (or C™*")

Cij=0ad;; foreachl <i<mand1<j<n.
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For example

a=2 A= = (C=aA=

DN o~ L=
— W DN
NN DN DN
N =~ W =
DN DN DN
— W DN
= 00 O I
N O 00 =

From now on I'm going to drop saying the C stuff. Everything generalizes in the obvious

way from R to C.
Matrix multiplication is only defined between two matrices which have complimentary size,
AeR™! BeRXn"

I (note that A has the same number of columns as B has rows)
l
= C=ABeR"™" where C’s elements are C;; = ZAi,kBk,j-
k=1
The ¥ notation defining matrix multiplication above might be confusing to some. All it
says is the 7, jth element of the product C' is found by dotting the ith row of A by the
jJth column of B. I'll say more about this in class. For example, consider
1

A=l 21 eR?>*3, B=|0| e R®*!.
2 1 2 5

For these, the product AB is defined (since A’s columns = B’s rows), and the result has

size 2 X 1 (A’s rows by B’s columns), and
_(1-14+2-04+1-3\ (4
AB = (2-1+1-O+2-3) - (8)
For these two particular matrices, the product BA is not defined (since B’s columns, 1,
is not equal to A’s rows, 2).

Here are some useful facts you are expected to know.

When the following matrix addition is defined, we always have

(A+B)+C=A+ (B+C) addition is associative,
A+B=B+ A addition is communtative.

When the following matrix multiplication is defined, we always have

(AB)C = A(BC) multiplication is associative.

Please note however, even when both AB and BA are defined, matrix multiplication does

not always commute, i.e. generally AB # BA. For example
1 2\ /1 1\ (1 3 1 1\ /1 2\ (4 6
3 4 0 1) \3 7)° 0 1 3 4) \3 4)°
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When either side below is defined, we also have
(A+ B)C = AC + BC addition/multiplication is distributive,
A(B+C)=AB+ AC multiplication/addition is distributive.
Let’s prove the second distributive rule above is true. Suppose A has size ma xn 4, B has
size mp x np and C has size m¢ X ne. In one direction, suppose A(B + C) is defined.
Then since B + C' is defined = mp = mg and ng = ng. Let | = mp = m¢ and
n = npg = nc denote the common values. Since the product A times B+ C' is defined we

must also have ny = [. Therefore, conclude that
AeRmaxl B eR>X" C e RX™

This implies AB is defined and has size m4 x n, AC is defined and has size m4 X n and
AB + AC is defined and has size m4 x n. Finally, according to the definitions of matrix

addition and matrix multiplication, we have for every 1 <7 <m4 and 1 <j<n

l
(AB+C))ij=Y_ Ain(B+C,
k=1

! ! z
=Y Ain(Bij+Crj) =Y AikBrj+ > AixCr;
=1 k=1 k=1
= (AB);; + (AC),; ; = (AB+ AC); ;.

Thus, given A(B + C) is defined, so is AB + AC', and the two are equal. The other

direction is shown similarly.

1. Consider the matrices.

1 1
1 2 3 1 1 1
a=(331) 5=(a23) e=[2) 2=

Compute the following matrix sums when defined.

(a) A+ B (b) B+C (c) C+D (d) A+ D
2. Consider the matrices.

1 1
A= (1 23) p_(2] c=(1 2 3) pD=|2
3 2 1 : :

Compute the following matrix products when defined.
(a) AB (b) AC (c) AD (d) CD
(e) CB (f) BC (g) DA (h) BD
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3. Prove the addition/multiplication distributive rule, i.e. show (A + B)C = AC + BC
given that either side is defined.

4. Consider the following matrices.

1 2 2
A=1|2 3 B=13
2 1 1

0
) e
1
0
1

12 1 2
D‘<2 1 2) E‘(3

Verify by example the following are true.

(a) (A+ B)C = AC+BC  (b) F(D+E)=FD+FE

Here’s an example of a coupled linear system of three equations in three unknowns, x;,

To and z3.
$1+2$2—|—3.’133 = 1
2.{62 + 21’3 =3
51‘3 =06

Geometrically, each equation defines a plane in three dimensional space. As long as none
are parallel, we expect these three planes to intersect at a single point. This is an example
of what’s called a triangular system for obvious reasons. Watch how easy it is to find the

intersection point.
bes=6 = x3=6/5
209 =3 —2x3 = x5 =3/10
r1=1—-2x9—32x3 = x1=-16/5

So the point where the three planes intersect is (z1,x2,x3) = (—16/5,3/10,6/5). You've

just seen what’s called back substitution applied to this triangular system.

Here’s another example of three equations in three unknowns.
1 —|— 2.T2 —|— 3I3 = 1
209 +2x3= 3
21‘2 — 3:173 =-3
The intersection point here is not as easy to compute because this system is not triangular.
However, if we subtract the second equation from the third and make this the new third

equation we get
1+ 294+ 3x3= 1
209 +2x3 = 3
—5333 = —6
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Look familiar? Multiply the third equation by —1 to get exactly the same triangular
system we solved earlier.
Here’s one more example.
2.’132 + 25(33 = 3
1+ 294+ 3x3= 1
21‘2 — 3(133 = -3
All I’'ve done here is switch around equations one and two from the previous example.
Casting this into to triangular form therefore requires two steps and in the proper order.

They are:
(1) Switch around equations one and two.
(2) Subtract the second equation from the third and make the result the new third.

While the current nontriangular system and the earlier triangular system appear different,

and they are, they are equivalent in the following sense. Both share the same solution.

The three equations in three unknowns given in the previous example can be rewritten as

a matrix equation

0 2 2 T 3
1 2 3 T | = 1,
0 2 =3 x3 -3

or symbolically AX = B, where here A € R**3 (called the coefficient matrix), X € R3*!
(called the matrix of unknowns) and B € R3*! (called the right hand side matrix).

I’ll use this to introduce you to a systematic procedure, called Gaussian elimination, which

will convert a nontriangular system to an equivalent triangular one.
Form what’s called the augmented matrixz from matrices A and B
0 2 2 3
[ 1 2 3 1 ]
0 2 -3 | -3

I’ll use square brackets, [ and } , to delineate the augmented matrix and a vertical bar,

b

to separate the coefficient matrix from the right hand side matrix. Gaussian elimination
is comprised of a sequence of elementary row operations applied to the augmented matrix.

An elementary row operation is one of the following.
(E1) Interchange two rows.
(E2) Multiply each element in a row by a nonzero number.

(E3) Replace a row by subtracting from it a multiple of a different row.
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Such a sequence of elementary row operations could look like this.

Ri+< R0 2 2 37
1 2 3 1|~
L0 2 -3 | -3
rl1 2 3 17 1 2 3 1
0 2 2 3 N[O 2 2 3
Ry -R3— Ry LO 2 -3 | =3 0 0 -5 | —6

I've used Ry <+ Ry above to signify interchanging rows 1 and 2, and R3 — R3 — Rs to

signify replacing row 3 with row 3 minus row 2.

Gaussian elimination employs the three elementary row operations listed above, E1, E2
and E3. However, what you really want to pay attention to is their systematic application.

The word systematic is at the heart of Gaussian elimination.

Eliminate columnwise starting from the left most column and work right. When up to the
jth column, use its jth element (the element on the current matrix diagonal) and row
operations E3 to eliminate to zero column entries below it. Of course this assumes the jth
element (called the pivot element) is nonzero. If it is zero, interchange a row below with
the current row so that (if possible) the new pivot element is not zero. (This was necessary

for column 1 in the previous example.) Once done with column j, move to column j+1.

Here’s another example.

3 5 —4 x1 1 3 5 —4 ] 1
-3 -5 5 xo | =1 2 = [ -3 =5 51 2 ]
6 1 1 xrs3 11 6 1 1|11
Eliminate down the first column below the pivot element.
3 5 —4 | 1 3 5 —4 |1
Ry — Ry + Ry -3 =5 5 2 ~ [0 0 1 3]
Rs — Rs — 2Ry 6 1 1| 11 0 -9 919

Next, let’s eliminate down the second column. But here the pivot is zero. Interchange

rows 2 and 3 to obtain a nonzero pivot element.

3 5 —4 |1 3 o —4 |1
Ry < Ry | O 0 1 3]~[0 -9 9 9]
0 -9 919 0 0 113

Now column 2 is done and we’ve finished the elimination procedure. But it might simplify

later work if we scale row 2 by —1/9.

3 5 —4]1 3 5 —4 1
Ry— —35R, [0 =9 9 9]~[0 1 -1 —1].
0O 0 113 00 1 3

There you go. Now, we can solve for the unknowns, x;, x2 and z3, by back substitution.
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The augmented matrix above right corresponds to the triangular system

3581 + 5$2 — 45(33 = 1 Ir3 = 3,
9 — x3 = —1 which yields 29 =—-14+23 = x9=2,
r3= 3 3r1= 1—5bxy+4x3 = x1=1.

There’s one more issue I want to address before giving exercises. We’ve used the geometric
interpretation of intersecting planes to motivate the solution of three linear equations in
three unknowns. But do three planes always intersect at a point? Of course they don’t.
Two or more of the planes can be parallel but not coplanar, i.e. two planes never intersect.
There is one other possibility. There may be an infinite number of solutions when planes

are parallel but coplanar.

Here’s an example which exemplifies such possibilities.

3 5 —4 x1 7 3 5 —4 7
-3 -2 4 xo | = —1 = [ -3 -2 4| -1 ] .
6 1 -8 X3 —4 6 1 -8 | —4
Let’s start the elimination phase.
r 3 5 —4 7
Ry — Ro+ Ry -3 -2 4 | -1 ]
Rs —+R3—2Ry L 6 1 -8 —4
r3 5 —4 7 3 5 —4 1|7
~ 0 3 O 6 ] ~ [0 3 0 6]
Rs - R3s+3R, LO -9 0 | —18 00 010
The third row in augmented matrix above right says Oxs3 = 0. So x3 can have any

value, say 3 = «. The second row says 3xs + 0x3 = 6 or zo = 2. The first row says

3r1+5r9 —4x3 =7 or xr1 = —1+ %oz. Here we have an infinite number of solutions,
1 -1+ %oz -1 %
To | = 2 = 21 +a| 0 is a solution for any parameter «.
T3 leY 0 1

If the right hand side in previous example is slightly tweaked,

3 5 -4\ [z 7 3 5 —4]| 7
3 -2 4| |a|=|-1 = [—3 -2 4 —1],
6 1 -8/ \uzs -3 6 1 -8 -3

compute that Gaussian elimination gives
3 5 —4 7 3 5 —4 1|7
-3 -2 4| -1 ] ~ [ 03 016
6 1 -8 | -3 00 O0]1

Here the third row in the reduced augmented matrix says Oxzsz = 1. But this is impossible.

Therefore, this system has no solution.



All of the examples given so far deal with small and square systems, i.e. the number
of equations is the same as the number of unknowns. We’ll generalize the elimination

procedure after giving some exercises.

Do the following for the next four linear systems.
(a) Write it in the form of a matrix equation, AX = B.
(b) Reduce the augmented matrix to triangular form if possible.

(c) Solve for x1, 2 and x3.

1 — 20+ xz3= 0 201 — x9+3x3= 5

5. 2.%’1 + X9 — 3$3 = 5 6. 2.%'1 -+ 22132 + 3333 = 7

4y — Txo + x3=—1 —2x1 + 3x9 =-3
31’1—4(B2+5$3: 7 xr1 + I2—3$3:4
7. —3:13‘1 + 41‘2 — 2(E3 =-1 8. 2.13‘1 + T — Tr3 = 2
6x1 — 8xs + 3= —4 3r1 4+ 2x9 —4dx3 =7

The point of elimination is, by means of the three elementary row operations, to get the
augmented matrix into a form where solving by back substitution is possible. Up to now

I've focused on small square systems. But not all applications are small and/or square.

Suppose after eliminating down the first column of the augmented matrix for some 4 x 4

system, the augmented matrix looked like
1

* * * *
0 0 *x x| %
0 0 % x| x [’
0 2 *x x| %
where the x’s represent arbitrary values. What’s your next step? It’s clear. Swap rows 4

and 2, and then move on to eliminating down column 3.

Now, suppose our hypothetical augmented matrix looked like this

1 * x % | %

o O O

0
0
0

* * W

* *
* *
* *

(Note the 2 has been changed to 0.) What do we do next here? There’s no row swap-

~—

ping that can help. Remember, elimination is a systematic application of elementary row
operations that, when completed, should facilitate back substitution to solve the resulting

problem. With that in mind, leave column 2 alone and move on to eliminating down
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column 3 to get for example

1 *x % x| %
0 0 3 x| %
0 0 0 x| =
0 0 0 = | %

The goal of Gaussian elimination isn’t to convert the coefficient matrix part of the aug-
mented matrix to diagonal form with nonzero diagonal elements. As we’ve seen, this isn’t
always possible. Rather, Gaussian elimination should convert the augmented matrix to

what is called row echelon form.
Borrowed from https://wikipedia.org/wiki/Row_echelon_form:
A matrix is in row echelon form if

e all nonzero rows (rows with at least one nonzero element) are above any rows of all

zeroes (all zero rows, if any, belong at the bottom of the matrix), and

e the leading coefficient (the first nonzero number from the left, also called the pivot) of
a nonzero row is always strictly to the right of the leading coefficient of the row above
it.

These two conditions imply that all entries in a column below a leading coefficient are

Z€eros.

By means of elementary row operations, E1, E2 and E3, it’s always possible to convert

a matrix of any size, square or not square, to row echelon form.

To help clarify what matrices are in echelon form, recall what Justice Potter Stewart
famously said, ”I know it when I see it.” So here are three examples of augmented matrices

in row echelon form.

1 * * % | %

1 * * % | % 0 2 x x| %
{83;‘:},[003**],0004*
0 0 0 4| % 0 0 0 0|«

0 0 0 0|«

There’s nothing special about the particular numbers 1, 2, 3 and 4 used above. Any
nonzero number could replace them. The * entries on the other hand can contain any

Zero or nonzero numbers.

Let’s finish the discussion with examples of how back substitution works in such nondiag-

onal cases.

First, suppose we had a linear system of two equations in four unknowns, say x1, =3, x3

and x4, whose reduced augmented matrix is

0 21 1|1
0 0 3 1|1}



Here, 1 and z4 are what are called free variables. Call x1 = a and x4 = 3 where a and

S can be any real number. Then read off (backwards) from the augmented matrix to see

=
2ro + 3+ x4 =1 za=3(1-3(1-8)—p) =

3.

W=
W=

So this example has a two parameter family of solutions
T1=q, To=5— 383, x5 =13 — 38, x4 = f.

Second, suppose we had a linear system of three equations in four unknowns whose reduced

1 11 1)1
[0 0 3 1 1].
0 0 0 4|1

Here, x5 is the only free variable, say xo = a. Again read off backwards to see

augmented matrix is

dry =1 -T4:i7
3rs+ax4 =1 = .%'3:%,
r1+xot+ T3+ =1 mlzé—a.

Third, suppose we had a linear system of five equations in four unknowns whose reduced

augmented matrix is

1 11 1] 1
0 2 1 11
0 0 0 41
0 0 0 O by
0 0 0 0] bs

Observe that the fourth and fifth equations say
0901 -+ 01172 + 01‘3 -+ 0(134 = b4,
0901 + OZBQ + 01‘3 + 0(134 = b5,
so there can be no solution unless by = bs; = 0. If these are zero, the free variable is

r3 = a and read off backwards from the augmented matrix to obtain

— _ 1
4:1,‘4—1 .I4—Z,
2 =1 =3 _1
T2+ T3+ x4 = = Xa=3— 30
=1 _ 3 1
X1 To+ T3+ Ty = T =35 — 30

Here is your last group of exercises for this assignment.
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For the following systems, written as AX = B, reduce the augmented matrix to row

echelon form, and then find all solutions X if one exists.

R N TR B VCAN
9 12 4 3|]™]=|2 10. 2 =
9 4 -4 4 T3 5 3 -1 4 -5 T3 7
Tq 2 0 3 0 T4 5
Igot for 9: 21 =-1-2a, 20 =, 3 =0, x4 =1 for any a € R.

I got for 10: 21 = (5 —3a)/2, 22 = (1 —a)/2, z3 =, x4 = 0.
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