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Abstract

We consider skew-extensions with fiber the standard real Heisenberg group Hn of a
uniformly hyperbolic dynamical system.

We show that among the Cr extensions (r > 0) that avoid an obvious obstruction,
those that are topologically transitive contain an open and dense set. More precisely,
we show that an Hn-extension is transitive if and only if the R2n-extension given by the
abelianization of Hn is transitive.

A new technical tool introduced in the paper, which is of independent interest, is
a diophantine approximation result. We show, under general conditions, the existence
of an infinite set of approximate positive integer solutions for a diophantine system of
equations consisting of a quadratic indefinite form and several linear equations. The set
of approximate solutions can be chosen to point in a certain direction. The direction
can be chosen from a residual subset of full measure of the set of real directions solving
the system of equations exactly.

Another contribution of the paper, which is used in the proof of the main result,
but it is also of independent interest, is the solution of the so called semigroup problem
for the Heisenberg group. We show that for a subset S ⊂ Hn, that avoids any maximal
semigroup with non-empty interior, the closure of the semigroup generated by S is
actually a group.

1 Introduction

Consider a continuous transformation f : X → X , a Lie group Γ, and a continuous map
β : X → Γ called a cocycle. These determine a skew product with fiber Γ, or a Γ-extension,

fβ : X ×Γ→ X ×Γ, fβ(x, γ) = (fx, γβ(x)).
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The Γ-extension fβ is called topologically transitive, or simply transitive, if it has a dense
forward orbit {fnβ (x0)| n ∈ N}. The problem of interest to us is whether noncompact Lie
group extensions of a hyperbolic basic set are typically topologically transitive.

Let (M,dM ) be a smooth manifold endowed with a Riemannian metric. Let f : M →M
be a smooth diffeomorphism and X ⊂M a compact and f -invariant subset of M . Let Df
be the derivative of f . We recall that X is said to be hyperbolic if there exists a continuous
Df -invariant splitting Es⊕Eu of the tangent bundle TXM and constants C1 > 0, 0 < λ < 1,
such that for all n ≥ 0 and x ∈ X we have:

‖(Dfn)xv‖ ≤ C1λ
n‖v‖, v ∈ Esx

‖(Df−n)xv‖ ≤ C1λ
n‖v‖, v ∈ Eux .

We say that X is locally maximal if there exists an open neighborhood U of X such that
every compact f -invariant set of U is contained in X . A locally maximal hyperbolic set X
is a hyperbolic basic set if f : X → X is transitive and X is not a single periodic orbit.

By a Cr function on X , r ≥ 1, we mean a function that is the restriction of a Cr function
on an open neighborhood of X .

Given a connected Lie group Γ and a Cr cocycle β : X → Γ, r > 0 1, we consider the
Γ-extension fβ : X ×Γ → X ×Γ given by fβ(x, γ) = (fx, γβ(x)). For brevity, we say that
the cocycle β is transitive if the Γ-extension fβ is transitive.

In [7] we proposed a general conjecture about transitivity: modulo obstructions appear-
ing from the fact that the range of the cocycle is included in a maximal semigroup with
non-empty interior, the set of Cr transitive cocycles contains an open and dense subset.

The conjecture is proved for various classes of Lie groups Γ, mostly semidirect products
of compact and Euclidean, in [2, 6, 7, 8, 10, 14]. An important test case is presented by
the special Euclidean group Γ = SE(n) = SO(n) n Rn. It is shown in [6, 7, 8] that when
n is even the set of cocycles that are transitive is open and dense. In [9] we showed that
for SE(n), n ≥ 3 odd, the transitive Cr cocycles form a residual subset of the space of all
Cr cocycles for all r > 0. More generally, we considered Euclidean-type groups of the form
Γ = GnRn where G is a compact connected Lie group. The general case of the conjecture
remains unsolved for SE(n) if n ≥ 3 odd.

More recently, [13] obtained examples of groups that are compact extensions of nilpotent
(not abelian) Lie groups for which transitivity is open and dense. Recall that a compact
element g in a Lie group is one for which the closure of the cyclic group generated by g
is compact. The method used in [13] borrows from [7] as it relies on the existence of an
open and dense set of compact elements in Γ. This approach cannot be applied to nilpotent
Lie groups due to the lack of a large set of compact elements. In [10] it is shown that the
conjecture holds generically for extensions with fiber the standard real Heisenberg group Hn

1That is: Hölder or Cr, r ≥ 1. The Lipschitz class of functions can be considered as well, but for the
simplicity of the notation we do not emphasize it.
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of dimension 2n+ 1. Moreover, if one considers extensions with fiber a connected nilpotent
Lie group with compact commutator subgroup (for example, Hn/Z), among those that
avoid the obvious obstruction, topological transitivity is open and dense.

In this paper we prove the conjecture for extensions with fiber the standard real Heisen-
berg group Hn. Our approach builds on the techniques developed in [14, 7, 9, 10]. In
particular, in [10] results from the classical theory of Diophantine approximation, such as
Minkowski Diophantine result for indefinite quadratic forms, come for the first time into
play. These techniques are further employed and developed here.

More precisely, a new technical tool introduced in the paper, Theorem 6.2, is a diophan-
tine approximation result that gives, under general conditions, an infinite set of approximate
positive integer solutions for a diophantine system of equations consisting of a quadratic
indefinite form and several linear equations. The set of approximate solutions can be chosen
to point in a certain direction, which can be chosen from a residual subset of full measure
of the set of real directions solving the associated algebraic system of equations exactly.

Definition 1.1 For n ≥ 1, let Hn denote the Heisenberg group, consisting of matrices of
the form

(a, b, c) :=

 1 aT c
0 In b
0 0 1

 ∈ Matn+2(R).

where a, b ∈ Rn, c ∈ R and In is the n-dimensional identity matrix.

Remark 1.2

(a) Note that H1 is the standard 3-dimensional Heisenberg group.

(b) If we identify Hn with Rn ⊕ Rn ⊕ R, then the multiplication is

(a, b, c)(a′, b′, c′) = (a+ a′, b+ b′, c+ c′ + aT b′). (1.1)

(c) One can also identify, via the exponential map, Hn with its Lie algebra Lie(Hn) =
Rn⊕Rn⊕R; the group operation is given by the Baker-Campbell-Hausdorff formula:

X ∗ Y = X + Y +
1

2
[X,Y ], (1.2)

where for X = (a, b, c), Y = (A,B,C) ∈ Lie(Hn) the Lie bracket is

[(a, b, c), (A,B,C)] = a ·B −A · b = ω((a, b), (A,B)), (1.3)

the symplectic form on R2n. By abuse of notation, we will write

ω(u, v) = [u, v] for u, v ∈ R2n.
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Using the Baker-Campbell-Hausdorff formula, Xn is given by nX, X−1 by −X, and

A1 ∗A2 ∗A3 ∗ · · · ∗Am =
m∑
i=1

Ai +
1

2

∑
1≤i<j≤m

[Ai, Aj ].

(d) We will denote by ζ : Hn ∼= R2n⊕R→ R the projection on the center component and
by π : Hn ∼= R2n ⊕ R→ R2n the projection on the abelian component of Hn.

(e) Let {X1, . . . , Xn, Y1, . . . , Yn, Z} be the canonical basis in Lie(Hn). Note that the only
nontrivial relations are [Xi, Yi] = Z, 1 ≤ i ≤ n.

The center of Hn is [Hn,Hn] = {(0, 0, c)} = R. Denote Ĥn = Hn/R ∼= R2n. If
β : X → Hn is a cocycle, denote by β̂ : X → R2n the corresponding quotient cocycle. There
is an obvious obstruction to the transitivity of β, namely that β̂ : X → R2n takes values in
a half-space bounded by a hyperplane passing through the origin. To avoid repetition, we
assume from now on that a half-space in a linear space is always bounded by a hyperplane
passing through the origin. More generally, if β̂ is cohomologous to a cocycle with values
in a half-space, then fβ is not transitive.2

Remark 1.3 By [1], a Hölder Rd-valued cocycle is cohomologous to one that takes values
in a half-space if and only if its periodic data is in a half-space.

If r > 0, let Sr(X ,Hn) be the set of Cr cocycles β : X → Hn for which β̂ is not
cohomologous to a cocycle with values in a half-space. These are exactly the cocycles which
do not have the range included in a maximal semigroup of Hn with non-empty interior, see
Section 8. Our main result is:

Theorem 1.4 Assume that X is a hyperbolic basic set for f : X → X . Let r > 0. Then
Sr(X ,Hn) contains a dense and open set of transitive cocycles.

More precisely, we prove:

Theorem 1.5 Let X be a hyperbolic basic set for f : X → X and β : X → Hn a Hölder
cocycle. If β̂ : X → R2n is transitive, then so is β.

This implies Theorem 1.4 because, by [14, 2]:

Theorem 1.6 For r > 0, there is an open and dense set Ur ⊂ Sr(X ,Rd) consisting of
transitive cocycles.

2We recall that β, β′ : X → Rd are cohomologous if there exists a map P : X → Rd such that for all
x ∈ X , β′(x) = P (fx) + β(x)− P (x).
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Here Sr(X ,Rd) is the set of Cr cocycles β : X → Rd that are not cohomologous to a
cocycle with values in a half-space in Rd, equivalently, the set of Cr cocycle whose periodic
data is not on one side of a hyperplane.

For many Lie groups Γ it is not hard to show that, for p > 0 big enough, there is a
large open set U ⊂ Γp such that if F ∈ U then the family F generates Γ, that is, the group
generated by F is dense in Γ [16]. The proof of transitivity of an extension fβ (see Theorem
2.5) is based on showing that the set Lβ(x) of ”heights” of β over a periodic point x is the
whole fiber Γ. To obtain the condition Lβ(x) = Γ, we have to prove that for a typical family
F ∈ Γp that generates Γ as a group, if F is not contained in a maximal semigroup with
non-empty interior, then F generates Γ as a semigroup as well. We refer to this question
as the Semigroup Problem. The problem was solved for Γ = Rn [14] and more generally for
groups of the form Γ = K × Rn where K is a compact Lie group [7, Theorem 5.10]. It is
also solved for Γ = SE(n) [7, Theorem 6.8].

The remainder of the paper is organized as follows. In Section 2 we recall some general
results from [7], in particular a criterion for transitivity of extensions of hyperbolic systems.
In Section 3 we recall a technical result from [9] that allows to obtain elements of Lβ(x).
In Section 4 we present a strategy to prove Theorem 1.5. In Section 5 we review and
extend results for Rd-extensions and their periodic data. In Section 6 we prove Diophantine
approximation results for indefinite quadratic forms needed for our estimates. In Section
7 we construct a special type of indefinite quadratic form that is bounded along infinite
sequences. In Section 8 we solve the semigroup problem for the Heisenberg group. This is
used in the proof of the main result. In Section 9 we show some preparatory results about
ε-dense semigroups in Rn. In Section 10 we specialize to the setting of nilpotent Lie groups
and prove Theorem 1.5, and consequently the main result Theorem 1.4.

2 Criterion for transitivity

Let Γ be a connected Lie group with Lie algebra LΓ. We denote by eΓ the identity element
of Γ. Let Ad denote the adjoint representation of Γ on LΓ. Let ‖ · ‖ be a norm on LΓ. It
is known that there is a metric d on Γ with the following properties for any γ, γ1, γ2 ∈ Γ:

(a) d(γγ1, γγ2) = d(γ1, γ2);

(b) d(γ1γ, γ2γ) ≤ ‖Ad(γ)‖d(γ1, γ2).

Definition 2.1 Let f : X → X be a map and β : X → Γ a cocycle. We write fkβ (x, γ) =

(fkx, γβ(k, x)) where, for k ≥ 1,

β(k, x) = β(x)β(fx) · · ·β(fk−1x) =
k−1∏
j=0

β(f jx).
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The meaning of the product notation in the last term above is the middle expression.
If Q is a trajectory of f of length k (i.e. Q = {x, f(x), . . . , fk−1(x)} for some x), then

we define the height of β over Q to be β(Q) = β(k, x). In particular, if x is a periodic point
of period ω, then the height of the corresponding periodic orbit P is β(P ) = β(ω, x). The
set of heights of β over all periodic orbits of f is referred to as the periodic data of β.

Definition 2.2 Given a cocycle β : X → Γ over f : X → X , define µ ≥ 1 to be

µ = max
{

lim
n→∞

sup
x∈X
‖Ad(β(n, x))‖1/n, lim

n→∞
sup
x∈X
‖Ad(β(n, x))−1‖1/n

}
.

We say that the cocycle β has subexponential growth if µ = 1.

Remark 2.3 The subexponential growth condition is automatically satisfied for any cocy-
cle if the group Γ is compact, nilpotent, or a semidirect product of compact and nilpotent.

One of the key notions used in this paper was introduced in [7]:

Definition 2.4 Let Γ be a connected Lie group, X a hyperbolic basic set for f : X → X ,
β : X → Γ a cocycle, and fβ : X ×Γ→ X ×Γ the skew-extension. Given x ∈ X , let

Lβ(x) = {γ ∈ Γ : ∃xk ∈ X , nk > 0 such that xk → x, fnkβ (xk, eΓ)→ (x, γ)}.

The set Lβ(x) consists of possible limits limk→∞ β(nk, xk), subject to xk → x and
fnk(xk)→ x. We do not require that nk →∞ or xk 6= x. Clearly Lβ(x) ⊆ Γ is closed.

The following theorem is a special case of [7, Lemma 3.1, Theorem 3.3].

Theorem 2.5 Assume that X is a hyperbolic basic set for f : X → X , that Γ is a connected
Lie group and that β : X → Γ is a Hölder cocycle that has subexponential growth. Then

(a) Lβ(x) is a closed semigroup of Γ for each x ∈ X .

(b) β is a transitive cocycle if and only if there exists a point x0 ∈ X such that Lβ(x0) = Γ.

The next lemma is a consequence of [15, Appendix A].

Lemma 2.6 Assume that X is a hyperbolic basic set for f : X → X , that Γ is a connected
Lie group and that β : X → Γ is an α-Hölder cocycle that has subexponential growth. Then
the Γ-extension fβ : X ×Γ→ X×Γ admits stable and unstable foliations which are α-Hölder
and invariant under right multiplication by elements of Γ. The stable and unstable leaves
of fβ through (x, eΓ) ∈ X ×Γ are the graphs of the functions

γsx : W s(x)→ Γ, γsx(y) = lim
n→∞

β(n, x)β(n, y)−1,

γux : W u(x)→ Γ, γux(y) = lim
n→∞

β(−n, x)β(−n, y)−1.
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These functions are α-Hölder and vary continuously with the cocycle β in the following
sense: if βk → β in C0-topology and βk remains Cα-bounded, then γsk,x → γsx on W s

loc(x)

and γuk,x → γux on W u
loc(x) in C0-topology.

We call the values of the functions γsx, γ
u
x holonomies along stable/unstable leaves.

3 Elements of Lβ
In this section we recall a method to obtain elements of Lβ introduced in [9]. Throughout,
(M,dM ) is a Riemannian manifold, X ⊂ M a hyperbolic basic set for f : X → X , Γ a
connected Lie group and β : X → Γ a Hölder cocycle that has subexponential growth.

Denote by W s(x) and W u(x) the stable and unstable leaves of f through x.

Definition 3.1 By a periodic heteroclinic cycle we mean a cycle consisting of points p1, . . . , pk
that are periodic for the map f , have disjoint trajectories, and such that pj is transverse
heteroclinic to pj+1 through a point ζj ∈ W u(pj) ∩ W s(pj+1), for j = 1, . . . , k (where
pk+1 = p1).

Let P1, . . . , Pk be the corresponding periodic orbits and denote the periods by ω1, . . . , ωk.
Denote by Oj the heteroclinic trajectory from pj to pj+1 of the point ζj chosen above, and
by Hj the holonomy along this heteroclinic connection (that is, along W u(pj) from pj to ζj
and then along W s(pj+1) from ζj to pj+1).

Replace the heteroclinic orbit Oj from pj to pj+1 by the trajectory Qj of length ωjMj +
ωj+1Mj+1 that spends time ωjMj in the first half of Oj and time ωj+1Mj+1 in the second
half of Oj ; that is, Qj = {fn(ζj) | −ωjMj ≤ n < 0} ∪ {fn(ζj) | 0 ≤ n < ωj+1Mj+1}). For
the trajectory connecting pk to pk+1, we allow M1 and Mk+1 to be distinct.

Definition 3.2

(a) For N = (M1, . . . ,Mk+1) a vector of positive integers, consider the periodic pseudo-
orbit Q(N) constructed as follows: start at p1, cover M1 times the periodic orbit P1,
follow Q1 to p2, cover M2 times the orbit P2, and so on; at pk cover Mk times the
orbit Pk, follow Qk to pk+1 = p1, and finally cover Mk+1 times the orbit P1.

Denote by Q̃(N) the periodic orbit that shadows Q(N).

(b) For a sequence of vectors N(1), N(2) . . . ∈ Nk+1 whose entries are positive integers,
N(i) = (M1(i), . . . ,Mk+1(i)), say that the sequence is admissible if there is a constant
C2 ≥ 1 such that Mp(i)/Mq(i) ≤ C2 for all p, q = 1 . . . , k + 1 and all i ≥ 1.

(c) If N = (M1, . . . ,Mk+1) is a sequence of vectors, we write N →∞ if Ms →∞ for each
s = 1, . . . , k + 1.
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The following result is [9, Theorem 3.4 and Proposition 3.6].

Theorem 3.3 For N = (M1, . . . ,Mk+1) ∈ Nk+1 define

A(N) = β(P1)M1H1 β(P2)2M2H2 · · ·β(Pk)
2MkHk β(P1)Mk+1 .

Then dist(Q̃(N(`)), A(N(`))) → 0 whenever N(1), N(2), . . . is an admissible sequence
converging to infinity.

Therefore, if A = lim`→∞A(N(`)) exists, then A ∈ Lβ(p1).

Compute now A(N) for Γ = Hn (or, more generally, a step-2 nilpotent group). Identify Γ
with Lie(Hn) and use the Baker-Campbell-Hausdorff (1.2) formula for the group operation.

Denote
A1 = Ak+1 = β(P1) and A` = β(P`)

2 for 2 ≤ ` ≤ k. (3.1)

Then

A(N) := β(P1)M1H1 β(P2)2M2H2 · · ·β(Pk)
2MkHk β(P1)Mk+1

= AM1
1 H1A

M2
2 H2 · · ·AMk

k Hk A
Mk+1

k+1

=
k+1∑
i=1

MiAi + 1
2

k∑
j=1

 ∑
1≤i≤j

Mi[Ai, Hj ]−
∑

j<i≤k+1

Mi[Ai, Hj ]

+
k∑
i=1

Hi

+ 1
2

∑
1≤i<j≤k+1

MiMj [Ai, Aj ] + 1
2

∑
1≤i<j≤k

[Hi, Hj ]

= (L(N) + E,Q(N) + LZ(N) + e) ∈ R2n ⊕ R

(3.2)

where the last line describes the components of A(N):

• L(N) = (L1(N), L2(N), . . . , L2n(N)) =
∑

iMiπ(Ai) is a linear Ab(Hn)-valued map;

• Q(N) = 1
2

∑
1≤i<j≤k+1MiMj [Ai, Aj ] is R-valued quadratic;

• LZ(N) is R-valued linear;

• E and e do not depend on N :

• the holonomies Hi appear only in the map LZ and the constants E and e;

• the map LZ contains also the sum
∑

iMiζ(Ai), and this is the only place where ζ(Ai)
appear in A(N).

8



4 Strategy for proving Theorem 1.5

Assume that β̂ is transitive. Let p1 be a periodic point. We will show that the projection
of the semigroup Lβ(p1) ⊂ Hn onto Ab(Hn) is dense. From Theorem 8.6, addressing the
Semigroup Problem, it then follows that Lβ(p1) = Hn. By Theorem 2.5, this implies that
β is transitive.

The main difficulty is to obtain elements of Lβ(p1). For this we use the shadowing of
heteroclinic cycles, as described in Theorem 3.3 and Section 3. As the computation in (3.2)
shows, in order for A(N) to converge we have to control simultaneously certain linear forms
and a quadratic form.

From the transitivity of β̂ one can easily see that the periodic data of β̂ is dense in
Ab(Hn), see e.g. [10, Proposition 3.2(a)]. This data determines the linear forms in the
expression of π(A(N)), and the quadratic form in ζ(A(N)).

Obtaining convergence of π(A(N)) is not difficult (this was achieved already in [14]).
The problem is to simultaneously keep the center component bounded. Here the (unknown)
holonomies contribute to the linear part; to counterbalance them we use Theorem 5.1.

The main new tool is Theorem 6.2, which, under certain conditions, allows to keep a
quadratic form bounded and a number of linear forms small, on integer points converging
to infinity along a given direction v. In our application v will be a vector with positive
coordinates. On this direction all these forms have to vanish, so Theorem 6.2 says that if
there is a solution to these equation over R, then there are approximating integer solutions
too. Thus, it remains to show that one can arrange for these equations to have solution
over the reals. This is done in Section 7.

5 Rd-valued cocycles and periodic data

In this section, we use the transitivity of β̂ to derive information about the periodic data
for β. Namely, we expand [10, Proposition 3.2] to prove:

Theorem 5.1 Let β : X → Hn be a Hölder cocycle such that β̂ : X → Ab(Hn) ∼= R2n is
transitive.

(a) For any open set U ⊂ X , the periodic data of β̂ corresponding to periodic orbits of f
that intersect U is dense in Ab(Hn).

(b) Moreover, for each open set V ⊂ R2n and for each open set U ⊂ X , there are periodic
orbits P of f starting in U such that β̂(P ) ∈ V and the component of β(P ) in the
center of Hn is arbitrarily large (that is, approaching +∞), or arbitrarily small (that
is, approaching −∞).
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Proof
Part (a) is proven in [10, Proposition 3.2 (a)], using shadowing.
For (b), recall the first statement in Theorem 3.3: dist(Q̃(N(`)), A(N(`)))→ 0 provided

N(1), N(2), . . . converges to infinity along an admissible sequence (for the notation, see the
discussion preceding Theorem 3.3). Therefore, it suffices to prove the statement for the
products A(N). These are computed in formula (3.2).

By (a) and Theorem 9.2 for the last requirement, one can select k = 2n + 1 distinct
periodic points in U and such that the corresponding periodic data Ai of β (see the notation
in (3.1)) satisfy

• the origin is in the (interior of the) convex hull of the values Âi := π(Ai): there are
αi > 0 such that

∑k
i=1 αi = 1 and

∑k
i=1 αiÂi = 0;

• [A2, A3] = [Â2, Â3] 6= 0;

• the semigroup generated by their projection Âi on Ab(Hn) is ε-dense in Ab(Hn),
where ε > 0 is small enough so that the semigroup intersects any translate of V .

As in [8, Lemma 2.12] (see (8.1) and Lemma 8.8), there is a sequence of integers p
(`)
i →

∞, such that

‖(p(`)
1 , . . . , p

(`)
k )− t(`)(α1, . . . , αk)‖ → 0, (5.1)

with t(`) →∞; so e(`) :=
∑k

i=1 p
(`)
i Âi → 0.

Pick the heteroclinic cycle that visits the above periodic data in the orderA1, A2, A3, . . . , A1.
There are integers ni ≥ 0 such that v0 :=

∑k
i=1 niÂi +E ∈ V where E, from formula (3.2),

is the contribution of the holonomies.
Since the first periodic point in the heteroclinic cycle is also the last one, Â1 appears

with the factor M1+Mk+1 in the Ab(Hn)-component of (3.2); therefore, we split the correct
coefficient of Â1 into two integers close to each other. Abusing notation, we denote these
by the half of the correct value, and define

N(`) := (n1/2, n2, . . . , nk, n1/2) + (p
(`)
1 /2, p

(`)
2 , . . . , p

(`)
k , p

(`)
1 /2),

which is an admissible sequence because p
(`)
i ≈ t(`)αi.

By (3.2) and (5.1),

A(N(`)) = (v0 + e(`),
(
t(`)
)2
Q+O(t(`))) (5.2)

with
Q = 1

2

∑
1≤i<j≤k+1

α̃iα̃j [Âi, Âj ]
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where the ˜ denotes the split of α1 into two equal halves: α̃1 = α̃k+1 = α1/2, α̃i = αi for
2 ≤ i ≤ k.

If Q = 0, reroute the heteroclinic cycle to exchange A2 and A3 (that is, exchange the
order in which the second and third points in the heteroclinic cycle are visited) and redo the
above construction. Although this will change E, the only change in the final formula (5.2)
is that Q is modifined by α2α3[A2, A3] 6= 0.

Once Q 6= 0 we are done: to get the +∞ and −∞ limits of the center part, consider
the heteroclinic cycle in the original order and in reverse order (which changes Q to its
negative). See Section 8, the proof of Theorem 8.6, for a related computation.

6 Diophantine approximation for indefinite quadratic forms

Definition 6.1 By the rank of a quadratic form we mean the number of squares (with
either positive of negative sign) it has when diagonalized.

The Diophantine approximation result we need is the following:

Theorem 6.2 For d ≥ 2 assume given in Rd a (homogeneous) quadratic form Q and k
(homogeneous) linear forms L1, L2, . . . , Lk such that Q|∩Ker Li is indefinite.

Assume that rankQ ≥ 2k + 3. Then for a residual, full measure set (in the induced
topology/Lebesgue measure) of vectors v 6= 0 in

{Q = 0} ∩ {Li = 0, 1 ≤ i ≤ k},

for any ε > 0 there are xn ∈ Zd such that:

(a) ‖xn‖ → ∞,

(b) sup |Q(xn)| <∞,

(c) dist(xn,R+v) ≤ ε.

In particular,
|Li(xn)| ≤ Cε, for all 1 ≤ i ≤ k and all n,

with a constant C > 0 determined by the linear forms.

This is a consequence of the following two results.

Theorem 6.3 For d ≥ 2 assume given in Rd a quadratic form Q and k linear forms
L1, L2, . . . , Lk.

Assume that v ∈ Rd satisfies the following two conditions:

0 6= v ∈ {Q = 0} ∩ {Li = 0, 1 ≤ i ≤ k}; (6.1)

11



v 6∈ spanR(Pv ∩ Zd) (6.2)

where Pv is the tangent plane to Q at v; note that Q|∩Ker Li must be indefinite.
Then for any ε > 0 there are xn ∈ Zd such that properties (a)-(c) of Theorem 6.2 hold.

Remark 6.4 The conclusion obviously holds for rational vectors satisfying (6.1), even
if (6.2) fails: take for xn multiples of v. We use (6.1) to obtain in other cases a sequence of
vectors converging to infinity.

Proposition 6.5 Assume that Q,L1, L2, . . . , Lk are as in Theorem 6.3, with Q|∩Ker Li in-
definite.

If rankQ ≥ 2k + 3, then the set of vectors v ∈ Rd that satisfy (6.1) and do not satisfy
(6.2) is contained in a countable union of codimension-(k + 2) subspaces of Rd.

Proof of Theorem 6.3 We will use Minkowski’s Convex Body Theorem [11, pp. 73-76]:
if K ⊂ Rd is a closed convex body symmetric about the origin and of volume at least 2d,
then it contains a non-zero integer point.

Without loss we can assume that both v and gradQ|v have length one (for the latter,
rescale Q). To make the estimates of volumes and bounds of Q easier, choose orthonormal
coordinates (x1, . . . , xd) in Rd such that v = (1, 0, . . . , 0) and gradQ|v = (0, 1, . . . , 0) 3.
Note however that we apply Minkowski’s theorem to the original lattice Zd. Denote r =
(x3, . . . , xd). Then

Q(x1, x2, r) = x2
2 + x1x2 + x2ϕ(r) + Q̃(r)

where ϕ is linear and Q̃ is quadratic. 4

v

x2

x1

αβ

−αβ

−β β

Figure 1: (x1, x2) cross-section through Vα,β,ε.

3Thus the tangent plane Pv has equation {x2 = 0}.
4The term x1ψ(r) is missing because of the gradient of Q at v.
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Consider the convex body given by the “wedge” Vα,β,ε along the v direction (we will use
β →∞, α→ 0+)

|x1| ≤ β, |x2| ≤ α(β − |x1|), ‖r‖ ≤ ε,
vol(Vα,β,ε) = 2Cr−2αβ

2εd−2

where Cr−2 is the volume of the unit ball in Rd−2. An x1, x2 cross-section through Vα,β,ε is
shown in Figure 1.

We estimate the maximum value of Q on Vα,β,ε:

|Q| ≤ |x2|2 + |x1x2|+ |x2| · ‖ϕ‖ · ‖r‖+ C‖r‖2

≤ α2β2 + αβ2 + C(αβε+ ε2).

Therefore, if

α =
1

MA2
, β = MA with A > 1, M > 1 (6.3)

then
vol(Vα,β,ε) = CMεd−2, (6.4)

and
sup
Vα,β,ε

|Q| ≤ C(1 +M + ε+ ε2). (6.5)

We can now apply Minkowski’s theorem. In view of (6.2), which we rewrite as

Rv ∩ spanR(Pv ∩ Zd) = {0},

one can reduce ε > 0 so that the ε-neighborhood of Rv does not contain any non-zero point
of Pv ∩ Zd. By (6.4), one can select M so large that vol(Vα,β,ε) > 2d. Since there is only
one parameter left in (6.3), denote the corresponding wedge Vα,β,ε by V (A).

Pick A1 so that the x2-height of V (A) satisfies αβ = 1/A1 ≤ ε. By Minkowski’s
theorem, there is a non-zero integer point x1 ∈ V (A1); by symmetry, one can take x1 so
that its x1-coordinate is non-negative, so it is close to the ray R+v.

By the choice of ε, x1 is not in the tangent plane Pv = {x2 = 0}. Therefore, we can
select A2 > A1 such that neither x1 nor any integer point of norm less than 2‖x1‖ are in
V (A2).5 Minkowski’s theorem applied to V (A2) yields x2 ∈ V (A2) along R+v. We continue
the process by selecting at each step A so large so that none of the previous points is in
V (A).

It follows from (6.4) that Q remains bounded during this process.

5Here we use (6.2) and the shape of V (A), which becomes closer to the plane Pv as A→∞.
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Proof of Proposition 6.5 Let Q(x) = xTMx, where M = MT is a symmetric d × d
matrix.

Assume that v ∈ Rd satisfies (6.1). Then the tangent plane Pv has normal a =
(a1, . . . , ad) = vTM (seen as a row vector).

To find spanR(Pv ∩Zd), pick a maximal linearly independent set over Q from the coor-
dinates of a, say the first r coordinates, {a1, . . . , ar}. Thus

(ar+1, . . . , ad) = (a1, . . . , ar)Γ ⇐⇒ (a1, . . . , ad) = (a1, . . . , ar)
(

Ir Γ
)

⇐⇒ a

(
−Γ
Id−r

)
= 0

(6.6)

for a matrix Γ ∈ Matr×(d−r)(Q). Then x = (x1, . . . , xd) ∈ Pv ∩ Zd means

0 = a x = (a1, . . . , ar)
(

Ir Γ
)
x

which implies

(Ir Γ) x = 0 ⇐⇒ x =

(
−Γ
Id−r

) xr+1
...
xd


and therefore

spanR(Pv ∩ Zd) = Range

[(
−Γ
I

)
: Rd−r → Rd

]
= Ker

[(
I Γ

)
: Rd → Rr

]
. (6.7)

In conclusion, if v 6= 0 satisfies Q(v) = 0 but not (6.2) then, considering equations (6.7)
and (6.6) (and a possible permutation of the coordinates),(

I Γ
)
v = 0

vTM

(
−Γ
I

)
= 0

(these imply that Q(v) = vTMv = 0). That is, v is in the kernel of the matrix

A =

(
I Γ

(−ΓT I)M

)
,

and

A

(
I −Γ
0 I

)
=

(
Ir 0
∗ B

)
with B = UTMU, U =

(
−Γ
Id−r

)
.

Since Γ is rational, the desired conclusion follows from

rankA = r + rankB ≥ k + 2.
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Write M = LTDL for some invertible L and a diagonal D. Then B = V TDV for V = LU :
Rd−r → Rd of rank d− r and

rankB ≥ dim RangeDV − dim KerV T ≥ (dim RangeV − dim KerD)− dim KerV T

= (d− r)− (d− rankD)− r = rankD − 2r

which means that it suffices to have

r + max{0, rankD − 2r} ≥ k + 2.

This is indeed true if rankD ≥ 2k + 3.

7 Choosing the quadratic form

In this section we show how to construct out of the periodic data a quadratic form Q
and linear forms L1, . . . , Lk (see (3.1), (3.2) and the comments after them) that satisfy
the assumptions of Theorem 6.2. For this we first pick particular values for the Ab(Hn)-
components of the periodic data; these determine the quadratic form Q and the 2n linear
forms L1, . . . , L2n. The last linear form that we have to consider, denoted L̃Z , appears in
the center; it depends on the center-component of the periodic data as well, and we have
some control over that by Theorem 5.1. More details are in Section 10, see (10.1) and the
comments preceding it.

We will show that for any small perturbations of the Ab(Hn)-components, if L̃Z is
chosen conveniently, then the hypotheses of Theorem 6.2 are satisfied and therefore we can
select a vector v with all entries positive.

To simplify the notation, we specify the image in Ab(Hn) of an element in Hn by its
{Xi, Yi | 1 ≤ i ≤ n}-components. We discuss first H1, then Hn.

7.1 The case of H1.

We consider first the case n = 1, which avoids some of the complications that appear in
the general case. On one hand this makes our approach easier to follow, on the other hand
referring to this case also simplifies the presentation of the proof for general n.

For k = 9, assume the periodic data in Lie(H1) has Ab(H1)-component given by 6

A1 = A3 = A6 = A8 = A10 = Y1, A2 = A5 = A7 = A9 = X1, A4 = −(X1 + Y1). (7.1)

6There is a small abuse in our notation here: Ai here actually correspond to π(Ai) in (3.2). But π(Ai)
is the only part that contributes to Q and Lj , 1 ≤ j ≤ 2n.
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We compute the quadratic form (ignoring factors of 2 or 1/2):

Q =
∑

1≤i<j≤k+1

MiMj [Ai, Aj ]

= −M1M2 +M1M4 −M1M5 −M1M7 −M1M9

+M2M3 −M2M4 +M2M6 +M2M8 +M2M10

+M3M4 −M3M5 −M3M7 −M3M9

+M4M5 −M4M6 +M4M7 −M4M8 +M4M9 −M4M10

+M5M6 +M5M8 +M5M10

−M6M7 −M6M9 +M7M8 +M7M10 −M8M9 +M9M10.

(7.2)

The 10 × 10 matrix associated to the form is a symmetry matrix and one can read the
signature of the quadratic form from the signs of the eigenvalues, which are approximately:

− 4.57,−2.63,−1.54,−1.15, 0, .775, 1.09, 1.27, 3.10, 3.66, (7.3)

with the zero solution being an exact solution, thus the rank of the quadratic form is 9.
Note that a small perturbation of the Ai’s can only increase the rank of Q.

The linear forms L = (L1, L2) are given by7
∑
MiAi. Assume the form L̃Z is M1.

Setting them equal to zero gives:

L1 : M1 +M3 −M4 +M6 +M8 +M10 = 0

L2 : M2 −M4 +M5 +M7 +M9 = 0

L̃Z : M1 = 0.

(7.4)

We need to solve the system Q = 0, L1 = 0, L2 = 0, L̃Z = 0 under a small perturbation
of the Ab(H1)-part of the periodic data and of L̃Z , and obtain real positive solutions. We
discuss first the unperturbed system and then show that the required solution exists for the
perturbed system provided L̃Z is perturbed appropriately (namely, to the form (7.11)).

Eliminating M9 and M10 via (7.4) gives the reduced quadratic form in the remaining
variables:

Q̄ = −2M2M3 + 2M2M4 − 2M2M6 − 2M2M8 −M2
4

+2M4M6 +M4M8 − 2M5M6 − 2M5M8 − 2M7M8.
(7.5)

It happens that M1 is eliminated as well.
We start solving the reduced quadratic form. We impose the additional conditions:

M5 = M7 = B

M2 = M3 = M6 = M8 = A.
(7.6)

7L1 is the coefficient of Y1, L2 of X1.
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The reduced form Q̄ becomes:

M2
4 − 6AM4 + 6A2 + 6AB = 0, (7.7)

which gives:

M4 = 3A+
√

3A2 − 6AB.

For a perturbation small enough compared to the constants A,B below, the quadratic
equation becomes

1(ε)M2
4 − 6(ε)AM4 + 6(ε)A2 + 6(ε)AB + C1(ε)M2

1 + C2(ε)M1 + C3(ε)M4M1 = 0, (7.8)

where C(ε) is a constant ε-close to C, −.001 < C1, C2, C3 < .001, and which gives:

M4 = 3(ε)A+
√

3(ε)A2 − [6(ε)A+ C3(ε)M1]B − C1(ε)M2
1 − C2(ε)M1.

Assuming A is much greater than B (say A = 100, B = 1) and using (7.6) and (7.4) we
obtain:

M5 = M7 = 1

M2 = M3 = M6 = M8 = 100

M4 = 300 +
√

28200

M9 = −M2 +M4 −M5 −M7

= 198 +
√

28200

M10 = −M1 −M3 +M4 −M6 −M8

= −M1 +
√

28200

(7.9)

which in the perturbed case becomes:

M5 = M7 = 1

M2 = M3 = M6 = M8 = 100

M4 = 300(ε) +
√

28200(ε)− C1(ε)M2
1 − C ′2(ε)M1

M9 = −1(ε)M2 + 1(ε)M4 − 1(ε)M5 − 1(ε)M7

= 198(ε) +
√

28200(ε)− C1(ε)M2
1 − C ′2(ε)M1

M10 = −1(ε)M1 − 1(ε)M3 + 1(ε)M4 − 1(ε)M6 − 1(ε)M8

= −1(ε)M1 +
√

28200(ε)− C1(ε)M2
1 − C ′2(ε)M1,

(7.10)

where C ′2(ε) = C1(ε) + C3(ε).
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For the unperturbed case of (7.4), (7.9) gives a solution with M1 = 0 and all other Mi’s
strictly positive. We will use Theorem 5.1 to produce orbits that have the abelian parts
ε-close to those in (7.1) and arrange for the central parts to be such that, up to a large
multiplicative factor, the coefficient of M1 in L̃Z is large and positive while the coefficients
of the other Mi’s are close to zero and negative, that is L̃Z = 0 becomes

M1 −
10∑
i=2

αiMi = 0, (7.11)

where αi are positive and as close to zero as we wish. Replacing the variables M2, . . . ,M10

with the values from (7.10) gives in the perturbed case a nonlinear equation of the type

(1 + α10)M1 − α10

√
28200(ε)− C1(ε)M2

1 − C2(ε)M1 = µ2, (7.12)

where α10, µ2 are positive constants that can be chosen as small as we wish. The equation
has a positive solution. This follows from the intermediate value theorem: for M1 = 0 the
left hand side of (7.12) is negative, and for ε < .001, α10 < .001 and M1 > 100, the right
hand side of (7.12) is bigger then 50. By choosing µ2 small enough, which can be done
by choosing α2, α3, . . . , α9 small, one obtains a solution M1 ∈ (0, 1). Moreover, M1 can be
made as close to 0 as we wish. Therefore M10 given by (7.10) is also positive, due to the
bounds obtained above for M1.

Thus for the perturbed case, the values Mi > 0, 1 ≤ i ≤ 10, solve both the perturbed
quadratic form and the three perturbed linear forms. We finally observe that the rank of Q
is at least 9 and that the existence of the strictly positive solution Mi, 1 ≤ i ≤ 10, implies
that the quadratic form Q restricted to the intersection of the kernels of the linear forms is
nondegenerate.

To summarize, we have shown the following:

Lemma 7.1 For k = 9, let Q and L1, L2 be the quadratic form, respectively the linear
forms defined in (3.2). Consider the following system in the variables M1, . . . ,M10:

Q = 0

L1 = 0

L2 = 0

M1 =
10∑
i=2

αiMi

M5 = M7 = 1

M2 = M3 = M6 = M8 = 100

(7.13)
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Provided the αi’s are positive and very close to zero, the system of equations (7.13) has
a unique solution, with all Mi’s positive, whenever the Ab(H1)-component of the periodic
data is close to that given in (7.1). The solutions are close to (7.9) evaluated at M1 = 0.

Remark 7.2 One could also prove this result by an argument showing that the correspond-
ing map is a submersion. The same is true for the case of Hn.

7.2 The case of Hn.

Choose the periodic data in Lie(Hn), n > 1 8 as follows: for 1 ≤ k ≤ n set

Ak1 = Ak3 = Ak6 = Ak8 = Ak10 = Yk, A
k
2 = Ak5 = Ak7 = Ak9 = Xk, A

k
4 = −(Xk + Yk). (7.14)

That is, the collection {Aki | 1 ≤ i ≤ 10} is exactly (7.1) in the directions Xk, Yk (which
generate a copy of H1).

Denote the corresponding multiplicities byMk
i , 1 ≤ i ≤ 10, 1 ≤ k ≤ n. TheAk` -values are

visited in the order (A1
1, . . . , A

1
10, . . . , A

n
1 , . . . , A

n
10), so should be labeled (A1, A2, . . . , A10n).

We will prove that there are positive solutions for the system of equations analogous
to (7.13).

We compute the quadratic form Q. Note that [Api , A
q
j ] = 0 if 1 ≤ p, q ≤ n, p 6= q, so Q

is essentially a sum of copies of (7.2):

Q =

n∑
k=1

∑
1≤i<j≤k+1

Mk
i M

k
j [Aki , A

k
j ]

=
n∑
k=1

Q(1)(Mk
1 ,M

k
2 , . . . ,M

k
10)

(7.15)

where Q(1) is the quadratic form (7.2) computed for H1 at the periodic data (7.1).
The 10n× 10n matrix associated to the quadratic form is block diagonal, with 10× 10

diagonal blocks given by the matrix obtained for the case n = 1. The eigenvalues of each
diagonal block are given by (7.3), thus the rank of the quadratic form is 9n. The rank of
the quadratic form cannot decrease under perturbations.

The 2n linear forms L = (L1, L2, . . . , L2n) are given9 by
∑
Mk
i A

k
i . Setting them equal

to zero gives, for the periodic data (7.14):

L2k−1 : Mk
1 +Mk

3 −Mk
4 +Mk

6 +Mk
8 +Mk

10 = 0,

L2k : Mk
2 −Mk

4 +Mk
5 +Mk

7 +Mk
9 = 0, 1 ≤ k ≤ n.

(7.16)

8We could include n = 1 here as well, that being a special case of the construction.
9L2k−1 is the coefficient of Yk, L2k of Xk.
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One can eliminate Mk
9 ,M

k
10, 1 ≤ k ≤ n,; this gives the reduced quadratic form:

Q̄ =
n∑
k=1

Q̄(1)(Mk
2 ,M

k
3 , . . . ,M

k
8 ) (7.17)

where Q̄(1) is the form (7.5) from the n = 1 case; it happens that all Mk
1 , 1 ≤ k ≤ n, are

eliminated as well.
As in the H1-case, we impose the additional conditions:

Mk
5 = Mk

7 = B = 1

Mk
2 = Mk

3 = Mk
6 = Mk

8 = A = 100, 1 ≤ k ≤ n.
(7.18)

As we saw in section 7.1, the k-th term in the reduced form Q̄ (7.17) of the unperturbed
case is a quadratic equation in Mk

4 only,

(Mk
4 )2 − 6AMk

4 + 6A2 + 6AB.

We require that each of these n expressions be zero; this gives

Mk
4 = 3A+

√
3A2 − 6AB,

and thus before perturbation, a solution is given by

Mk
5 = Mk

7 = 1

Mk
2 = Mk

3 = Mk
6 = Mk

8 = Mk
10 = 100

Mk
4 = 300 +

√
28200

Mk
9 = −Mk

2 +Mk
4 −Mk

5 −Mk
7

= 198 +
√

28200

Mk
10 = −Mk

1 −Mk
3 +Mk

4 −Mk
6 −Mk

8

= −Mk
1 +
√

28200, 1 ≤ k ≤ n.

(7.19)

The perturbed equations follow from Theorem 5.1: it produces orbits that have the
abelian parts as close as desired (say, within ε) to those in (7.14) and the central part such
that in L̃Z the coefficients of Mk

1 , 1 ≤ k ≤ n, are positive, those of the other variables are
negative, and the former are much larger (with no bound) than the absolute value of the
latter. Then L̃Z = 0 is a linear combination of the n equations

L̃kZ : Mk
1 =

10∑
i=2

αkiM
k
i , (7.20)
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where αki are as close to zero as we wish and positive.
In the perturbed case, we again eliminate the 2n variables Mk

9 , Mk
10, 1 ≤ k ≤ n, using the

2n linear equations L1 = 0, . . . , L2n = 0 (that is, the perturbed version of (7.16)) and then
impose (7.18). After all these, the form Q̄ has extra terms of size ε(

∑n
k=1

∑
i∈{1,4}M

k
i )2.

We would like to split the equation Q̄ = 0 as in the unperturbed case, and also split the
perturbed equation L̃Z = 0. Note that at this point there are two equations left, Q̄ = 0 and
L̃Z = 0, in the 2n variables Mk

1 ,M
k
4 , 1 ≤ k ≤ n. By dividing each of these two equations

into n, we produce 2n equations for the 2n variables. We will split Q̄ and L̃Z = 0 in a way
that allows for solving successively for the k = 1, k = 2, . . . , k = n variables, following the
discussion for H1 in section 7.1. The difficulty is caused by the fact that the extra terms
that appear in the perturbed quadratic form do not separate the variables Mk

1 , 1 ≤ k ≤ n.
Namely, we proceed as follows. After eliminating Mk

9 , Mk
10, 1 ≤ k ≤ n, and making

the substitutions (7.18), we pick from the perturbed quadratic form Q̄ the terms containing
only the variables M1

4 and M1
1 (so, e.g., a term M1

1M
2
4 is not selected), and 1/n of the

constant term. Call this Q̄1; this is a perturbation of (7.7), so of the form (7.8), that is

Q̄1 : 1(ε)(M1
4 )2−6(ε)AM1

4 +6(ε)A2+6(ε)AB+C1
1 (ε)(M1

1 )2+C1
2 (ε)M1

1 +C1
3 (ε)M1

4M
1
1 = 0.

where C(ε) is a constant ε-close to C, −.001 < C1
1 , C

1
2 , C

1
3 < .001. From the discussion for

H1 in section 7.1 we know that the (reduced) system Q̄1 = 0, L̃1
Z = 0 in the variables M1

1

and M1
4 admits a unique solution, which translates into M1

i , 1 ≤ i ≤ 10, being all positive,
and as close as desired to (7.19) for k = 1 evaluated at M1

1 = 0.
Next, we substitute the values obtained for M1

1 and M1
4 into Q̄, and pick the terms

containing only the variables M2
4 and M2

1 , and 1/n of the constant term; denote this by

Q̄2. Consider the system Q̄2 = 0, L̃2
Z = 0. As for k = 1, this fits in the case discussed in

section 7.1 so we obtain positive values for M2
i , 1 ≤ i ≤ 10, again close to (7.19) for k = 2

evaluated at M2
1 = 0. We substitute these values in Q̄ and continue with the variables

having index k = 3, and so on, up to k = n.
In the end, we obtain a positive solution Mk

i > 0, 1 ≤ i ≤ 10, 1 ≤ k ≤ n, to the
perturbed system.

Finally, considering the hypotheses of Theorem 6.2, we note that the rank of Q is 9n,
bigger than 2(2n + 1) + 3, and that the existence of the positive solution Mk

i , 1 ≤ i ≤
10, 1 ≤ k ≤ n, implies that the quadratic form Q restricted to the intersection of kernels of
the linear forms is indefinite.

8 Semigroup problem for the Heisenberg group

By Theorem 16.2.5 in Kargapolov & Merzljakov [4]:
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Theorem 8.1 ([4], Theorem 16.2.5) If G is a nilpotent group and A ⊂ G a subgroup
such that A[G,G] = G then A = G.

Proof We show a complete proof, for the convenience of the reader.
Denote by Dk the lower central series given by the sequence of subgroups D1 =

[G,G], . . . , Dk+1 = [G,Dk], which are all normal in G. Consider Ak := ADk.
We proceed by induction. Assume that ADk = G. Then ADk+1 = G. Indeed, since

ADk+1CADk (for this we need that [A,Dk] ⊂ Dk+1) and their quotient is abelian ([A,A] ⊂
A, [A,Dk] ⊂ Dk+1, [Dk, Dk] ⊂ Dk+1, so all commutators from Ak are in the smaller
subgroup Ak+1). Since ADk = G, this implies that Dk ⊂ [G,G] = [Ak, Ak] ⊂ ADk+1. But
then ADk+1 ⊃ ADk = G.

Based on this, we have the same for nilpotent Lie algebras:

Theorem 8.2 If g is a nilpotent Lie algebra and h ⊂ g a Lie subalgebra such that h+[g, g] =
g then h = g.

Proof Denote by dk the lower central series, d1 = [g, g], dk+1 = [g, dk], which are all ideals
in g. Consider hk := h + dk (which is a Lie subalgebra since dk is an ideal).

We proceed by induction: if h+dk = g then h+dk+1 = g. Indeed, since h+dk+1Ch+dk
(for this we need that [h, dk] ⊂ dk+1) and their quotient is abelian ([h, h] ⊂ h ⊂ hk+1,
[h, dk] ⊂ dk+1, [dk, dk] ⊂ dk+1, so all commutators of h + dk elements are in the smaller Lie
subalgebra h + dk+1). Since h + dk = g, this implies that dk ⊂ [g, g] = [hk, hk] ⊂ h + dk+1.
But then h + dk+1 ⊃ h + dk = g.

The following result of Lawson can be applied to Hn.

Theorem 8.3 ([5], Theorem 12.5) The maximal subsemigroups M with non-empty in-
terior of a simply connected Lie group G with G/RadG compact are in one-to-one corre-
spondence with their tangent objects

L(M) := {X ∈ Lie(G) : exp(tX) ∈M for t ≥ 0}

and the latter are precisely the closed half-spaces with boundary given by a subalgebra. Fur-
thermore, M is the semigroup generated by exp(L(M)).

Proposition 8.4 In a nilpotent Lie algebra g, the codimension-one subalgebras contain the
commutator [g, g] and are preimages of a codimension-one subspace of the abelianization
g/[g, g].

Proof Let h be a codimension-one Lie subalgebra. Then, by the above Theorems, h +
[g, g] 6= g (otherwise h = g), hence [g, g] must be a subspace of h (otherwise the sum is
strictly larger then h). The rest follows by looking at the abelianization.
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The results above suggest the following:

Conjecture 8.5 (Semigroup conjecture) Assume that S is a semigroup in the simply-
connected nilpotent group G. Then S/[G,G] = G/[G,G] implies that S = G. If, in addition,
S/[G,G] is not on one side of a hyperplane, then S is a group.

We prove next the semigroup conjecture for the Heisenberg groups, but see Remark 8.7.

Theorem 8.6 Let S ⊆ Hd be a semigroup.

(a) If the projection of S onto Hd/[Hd,Hd] ∼= R2d is not on one side of a hyperplane, then
the closure of S is a group.

(b) In particular, if the projection of S is dense in Hd/[Hd,Hd], then the closure of S
is Hd.

Remark 8.7 The proof of Theorem 8.6 actually proves the semigroup conjecture for any
step-2 nilpotent group whose commutator has dimension one.

We identify Hd with its Lie algebra Lie(Hd) = R2d+1, so the group operation is given
by (1.2). For Ai ∈ Hd

A1 ∗A2 ∗A3 ∗ · · · ∗Am =
m∑
i=1

Ai +
1

2

∑
1≤i<j≤m

[Ai, Aj ].

In particular, the reversed product has the same “linear” part but opposite “bracket” part:

Am ∗Am−1 ∗ · · · ∗A2 ∗A1 =
m∑
i=1

Ai −
1

2

∑
1≤i<j≤m

[Ai, Aj ].

The proof of the following lemma can be found in [8, Lemma 2.12]:

Lemma 8.8 ([8], Lemma 2.12) Assume that the family L ⊂ Rn does not lie in a half-
space. Then the closed semigroup generated by L is a group.

Proof of Theorem 8.6 Denote the commutator subgroup [Hd,Hd] by CHd
10; by choosing

a nonzero element in CHd , identify it with R. Recall thatHd/[Hd,Hd] is denoted by Ab(Hd).
We may assume that S is closed. We follow these steps:

(A) S ∩ CHd 6= ∅ and is not on one side of 0 in R.

10For Hn the commutator subgroup coincides with the center ZHd whereas for a step-2 nilpotent group
N , CN ⊂ ZN . We distinguish in this argument the center from the commutator subgroup for this more
general case. The induction in Step (C) below could be relevant for proving the Conjecture 8.5.
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(B) Therefore, π(S) is closed in Ab(Hd), where π denotes the projection Hd → Ab(Hd).

(C) By induction, S ∩ CHd is a group.

(D) Then S is a group.

These prove (a). To prove (b) – again assuming that S is closed – note that from (A)
it follows that π(S) = Ab(Hd), that is S[Hd,Hd] = Hd. Now use Theorem 8.1.

If S consists of commuting elements then (a) follows from [8, Lemma 2.12] (see Lemma 8.8).
So we will assume that there are elements in S whose bracket is non-zero.

Proof of (A). Since π(S) is not on one side of a hyperplane, there are elements
U1, U2, . . . , Ur ∈ S such that the open convex hull of ui := π(Ui) contains 0 ∈ Ab(Hd);
thus there are αi > 0 such that

∑r
i=1 αiui = 0. We can also assume that [U1, U2] 6= 0.

As in the proof of [8, Lemma 2.12], there is a sequence of integers p
(n)
i →∞, such that

‖(p(n)
1 , . . . , p(n)

r )− t(n)(α1, . . . , αr)‖ → 0, (8.1)

so e(n) :=
∑r

i=1 p
(n)
i ui → 0.

We will show that some rearrangement of W (n) := U
p
(n)
1

1 ∗ Up
(n)
2

2 ∗ . . . Up
(n)
r
r converges to

an element in CHd ; the limit can be chosen to be either positive of negative.
When possible, we drop for simplicity the superscript (n). Compute, using (8.1):

W = (p1U1) ∗ (p2U2) ∗ · · · ∗ (prUr) =

r∑
i=1

piUi +
1

2

∑
1≤i<j≤r

pipj [Ui, Uj ]

where
r∑
i=1

piUi = t

r∑
i=1

αiUi + o(1) and∑
1≤i<j≤r

pipj [Ui, Uj ] = t2
∑

1≤i<j≤r
αiαj [Ui, Uj ] + o(t2) provided

∑
1≤i<j≤r

αiαj [Ui, Uj ] 6= 0.

(8.2)
Then π(W (n)) = e(n) → 0 as n → ∞. We will find a rearrangement that converges in the
[Hd,Hd]-component too.

Consider the rearrangements of the factors in the expression W . All these rearrange-
ments have the same π-projection. A computation shows that

A ∗X ∗ Y ∗B = A ∗ Y ∗X ∗B + [X,Y ]. (8.3)

We can assume without loss of generality that
∑

1≤i<j≤r αiαj [Ui, Uj ] 6= 0; otherwise
exchange U1 and U2.
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Then the [Hd,Hd]-component of W has an (approximately) linear contribution from the
first part of (8.2) and a non-zero (approximately) quadratic contribution from the second
part. In particular, by using either W or the expression with factors in reverse order, we
can get the [Hd,Hd]-component to converge, as n→∞, either to +∞ or to −∞.

By (8.3), changing two consecutive factors modifies the [Hd,Hd]-component by zero or
[Ui, Uj ], so “walking” from one order to the reverse order gives elements whose [Hd,Hd]-
component varies by bounded amounts.

Proof of (B). Assume that Xk ∈ S are such that π(Xk) converges. Since in S ∩CHd ⊂
ZHd there are both positive and negative elements, we can adjust the CHd-component of
the Xk’s to remain bounded, therefore obtaining a convergent subsequence in S.

Proof of (D). Since π(S) is closed, we know that it is a group (from the abelian case, [8,
Lemma 2.12]). Therefore, for X ∈ S, there is an element Y ∈ S such that π(X)+π(Y ) = 0.
Then X ∗ Y ∈ CHd ∩ S, which is a group by (C), so X−1 = Y ∗ (X ∗ Y )−1 ∈ S.

9 Dense semigroups in Rn

In this section we show some preparatory results about ε-dense semigroups in Rn.
The following result is standard.

Theorem 9.1 (Carathéodory) The convex hull of a subset S ⊆ Rm consists of all convex
combinations of m+ 1 points from S.

Theorem 9.2 Let K ≥ n + 1 integer. Denote by FK the family of K-tuples in Rn for
which the origin is in the interior of their convex hull. Then, for any ε > 0, there exists a
dense and open set in FK of K-tuples that generate an ε-dense semigroup in Rn.

Proof As the origin belongs to the convex hull of F , it follows from Carathéodory theorem
that there exists a subset of F , say F ′ = {x1, x2, . . . , xn+1}, such that the origin is in the
convex hull of F ′. If, in addition, the origin belongs to the interior of the convex hull of
F ′, we can apply Proposition 9.3 to finish the proof. Otherwise, the origin belongs to a
lower dimensional face A of a simplex ∆ generated by n+ 1 points in F . As the convex hull
of F has non-empty interior, we can assume that ∆ has non-empty interior. The extreme
points of A belong to F . Moving slightly each extreme point of A in a direction opposite to
one that points strictly inside ∆ will move the face A away from the origin. So the origin
belongs now to the interior of a simplex with vertices belonging to a perturbation of F .
Thus we can apply Proposition 9.3 to finish the proof.

Proposition 9.3 Let F be the collection of all families F = {v1, . . . , vn+1} ⊂ Rn such that
0 ∈ int co{v1, . . . , vn+1}. Then, for any ε > 0, there exists an open dense set of families in
F that generate an ε-dense semigroup in Rn.
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The proposition is a consequence of the following result:

Lemma 9.4 Let F0 = {v1, . . . , vn+1} ⊂ Rn be such that 0 ∈ int co{v1, . . . , vn+1}. For each
k, pick a small neighborhood Uk of vk such that for any wk ∈ Uk, the origin is still in the
interior of the convex hull of {wk | 1 ≤ k ≤ n+ 1}. Denote U := U1 × U2 × · · · × Un+1.

Then, for any ε > 0, there exists an open dense set Wε in U such that for any F ∈ Wε,
the semigroup generated by F is ε-dense in Rn.

We first show that

Lemma 9.5 For any ε > 0, there is an open and dense set Gε ⊂ Tn such that for v ∈ Gε,
the orbit of the origin under the translation by v is ε-dense in Tn.

Proof Identify Tn with Rn/Zn, pick 0 < η < ε. Choose p1, p2, . . . , pn distinct prime
numbers such that the subgroup G0 generated by (1/p1, 0 . . . , 0), (0, 1/p2, 0, . . . , 0), . . . ,
(0, . . . , 0, 1/pn) ∈ Tn is η-dense in Tn. Denote m := p1p2 . . . pn, the order of G0.

For integers 0 < `k < pk set v := (`1/p1, . . . , `n/pn). Then {kv | 0 < k ≤ m} coincides
with G0 and thus is η-dense in Tn. Moreover, for w close to v, {kw | 0 < k ≤ m} is ε-dense
in the torus.

Proof of Lemma 9.4 Since F0 = {v1, . . . , vn+1} ⊂ Rn is such that 0 ∈ int co{v1, . . . , vn+1},
one has

∑n+1
i=1 γivi = 0 with γi > 0 (determined uniquely up to a multiplicative constant).

For simplicity, assume γn+1 ≥ γi, 1 ≤ i ≤ n. By applying a linear transformation one can
assume that {v1, . . . , vn} is the canonical basis of Rn; therefore vn+1 has all coordinates in
[−1, 0). Without loss of generality, it suffices to prove the result for this F0.

Given η > 0, define Vη as the (n+1)-tuples wk ∈ Uk for which wn+1 = −
∑n

k=1(1−αk)wk
with (α1, . . . , αn) ∈ Gη, where Gη is described in Lemma 9.5 (for that, see Gη ⊂ Tn ∼= [0, 1)n;
the cases when vn+1 has coordinates equal to −1 can be treated similarly).

We claim that Wε := Vη has the desired property if η is small enough compared to ε.
That Vη is dense and open in U follows from the fact that Gη is open and dense in the

torus. To check the ε-density property, notice first that by Lemma 8.8, the closures of the
semigroup and group generated by a family F ∈ U are the same. Therefore it suffices to
prove the ε-density for the generated closed group, so we can assume that −wk, 1 ≤ k ≤ n,
are also among the generators. Then it suffices to prove the ε-density up to a translation
from spanZ{wk | 1 ≤ k ≤ n} ∼= Zn. Take a parallelepiped at the origin that is a fundamental
domain for this quotient; there is a linear change of coordinates in Rn that maps this to
the unit cube [0, 1)n. Because the vertices are close to those of the cube, the distances
are distorted by a bounded amount, uniformly over U . In these transformed coordinates,
Lemma 9.5 gives η-density in the unit cube. Thus, for η > 0 small enough (uniformly on
U), we obtain ε-density in the original fundamental domain.
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10 Transitivity for Γ = Hn

In this section we prove Theorem 1.5, and consequently the main result Theorem 1.4, for
cocycles with values in the Heisenberg group Γ = Hn.

Proof of Theorem 1.5 Consider the values (7.14) for Ak` and the quadratic form Q and
the linear forms L = (L1, L2, . . . , L2n) of Section 7.2. For this data we showed that:

• Q has rank 9n (with 4n positive and 5n negative squares) in 10n variables;

• there is a solution M∗ = (M1
1 , . . . ,M

1
10, . . . ,M

n
1 , . . . ,M

n
10) with Mk

1 = 0, 1 ≤ k ≤ n,
and all the other Mk

` ’s strictly positive to

Q = 0, L1 = 0, L2 = 0, . . . , L2n = 0.

Assume that β : X → Hn is a Hölder cocycle such that the quotient cocycle β̂ : X →
Ab(Hn) is transitive. To prove Theorem 1.5 we need to show that β is transitive as well.

We construct now a quadratic form close to the above using the periodic data of our co-

cycle, and arrange simultaneously that LZ is proportional to
∑n

k=1

(
αk1M

k
1 −

∑10
`=2 α

k
`M

k
`

)
with αk1 large and positive and αk` , 2 ≤ ` ≤ 10, positive and arbitrarily small. This implies
as in Sections 7.1 and 7.2 that there exists a positive solution to the system of equations
Q = 0, L1 = 0, L2 = 0, . . . , L2n = 0, LZ = 0. Therefore we can apply the Diophantine
approximation result, Theorem 6.2, to obtain an element in Lβ with the Ab(Hn)-part as
close as we wish to a preset value. Here are the details.

Let a ∈ Ab(Hn) be given. Fix ε > 0. We observe that the values (7.14) for Ak` contain
the origins of Ab(Hn) in the interior of their convex hull. By Theorem 9.2, arbitrarily close
to the Ak` ’s there are open sets of values that generate an ε-dense semigroup in Ab(Hn).

Pick a heteroclinic cycle for f starting at the periodic point p0 ∈ X connecting k =
10n− 1 periodic points. By Theorem 5.1(a), one can pick close to these points some other
periodic points of f with periodic data of β̂ in the above open sets. We use now the notation
introduced in (3.1) and (3.2). Here k = 10n−1 and we relabel (A1

1, . . . , A
1
10, . . . , A

n
1 , . . . , A

n
10)

as (A1, A2, . . . , A10n) and (M1
1 , . . . ,M

1
10, . . . ,M

n
1 , . . . ,M

n
10) as (M1,M2, . . . ,M10n):

A(N) := β(P1)M1H1 β(P2)2M2H2 · · ·β(Pk)
2MkHk β(P1)Mk+1

= AM1
1 H1A

M2
2 H2 · · ·AMk

k Hk A
Mk+1

k+1

=

k+1∑
i=1

MiAi + 1
2

k∑
j=1

 ∑
1≤i≤j

Mi[Ai, Hj ]−
∑

j<i≤k+1

Mi[Ai, Hj ]

+

k∑
i=1

Hi

+ 1
2

∑
1≤i<j≤k+1

MiMj [Ai, Aj ] + 1
2

∑
1≤i<j≤k

[Hi, Hj ]

= (L(N) + E,Q(N) + LZ(N) + e) ∈ R2n ⊕ R
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By the ε-density, there are non-negative integers M
(0)
1 , . . . ,M

(0)
10n such that

‖
10n∑
k=1

M
(0)
k Ak − (a− E)‖ < ε.

Let N (0) := (M
(0)
1 , . . . ,M

(0)
10n). Then

A(N +N (0)) = (ã, 0) + (L(N), Q(N) + 2B(N (0), N) + LZ(N) + cZ) ∈ R2n ⊕ R,

with ‖ã− a‖ = O(ε) where B is the symmetric bilinear form corresponding to Q, and in cZ
we incorporated all the terms that do not involve N . Note that the central component of
the periodic data A`, 1 ≤ ` ≤ 10n− 1, contribute to the coefficients of LZ .

Denote by L̃Z the linear form that appears above in the central component,

L̃Z(N) = 2B(N,N (0)) + LZ(N)

By Theorem 5.1(b), we can now pick new periodic points for f such that:

• they are located in X as close as desired to the previous periodic points;

• the Ab(Hn)-component of their periodic data is as close as desired to that of the
previous ones;

• their central component is arbitrarily large, either positive or negative.

In the above expression for A(N +N (0)) this means that ã, L and Q change as little as de-
sired, but we can arrange, after going back to the notation (M1

1 , . . . ,M
1
10, . . . ,M

n
1 , . . . ,M

n
10),

that

L̃Z(N) =
n∑
k=1

(
αk1M

k
1 −

10∑
`=2

αk`M
k
`

)
, (10.1)

where αk` are positive for all 1 ≤ ` ≤ 10, 1 ≤ k ≤ n, and αk1 , 1 ≤ k ≤ n, is as large as
desired. Therefore, each term in the outer sum in (10.1) can be made as close as desired
(after dividing by αk1) to Mk

1 = 0. We label the new coefficients also by αk` .
Solve now the system of equations

Q = 0, L1 = 0, L2 = 0, . . . , L2n = 0,

M1
1 −

10∑
`=2

α1
`M

1
` = 0, . . . ,Mn

1 −
10∑
`=2

αn`M
n
` = 0,

using the method presented in Section 7.2. It follows that we can find a solution with all
Mk
` strictly positive.
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Now use Theorem 6.2 to keep L, L̃Z at most ε and Q bounded while N goes to∞ along
a ”good” vector v. This implies a(ε) ∈ π(Lβ(p0)). As this can be done for any a ∈ Ab(Hn),
we have that π(Lβ(p0)) contains an ε dense set in Ab(Hn). Repeating the procedure above
for a sequence εn > 0 with εn → ∞, we obtain that π(Lβ(p0)) contains a dense set in
Ab(Hn). Using now Theorem 8.6 we conclude that Lβ(p0) = Hn.
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