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We analyze the effects of transient stimulation on traveling waves in neural field equations. Neural fields are modeled as integrodifferential equations whose convolution term represents the synaptic connections of a spatially extended neuronal network. The adjoint of the linearized wave equation can be used to identify how a particular input will shift the location of a traveling wave. This wave response function is analogous to the phase response curve of limit cycle oscillators. For traveling fronts in an excitatory network, the sign of the shift depends solely on the sign of the transient input. Equations for the interface and time-dependent speed of the perturbed front also provide complementary estimates of the effective shift. Traveling pulses are analyzed in an asymmetric lateral inhibitory network, and they can be advanced or delayed, depending on the position of spatially localized transient inputs. We also develop bounds on the amplitude of transient input necessary to terminate traveling pulses, based on the global bifurcation structure of the neural field.

PACS numbers: 87.19.lq,87.10.Ed,87.19.lj,87.19.lr

I. INTRODUCTION

Spatially structured activity in large neuronal populations subserves a number of functional and pathological events in the brain [1]. In particular, traveling waves of electrical activity have been observed in various sensory and motor areas [2]. Sensory inputs have been shown to initiate such events in olfactory [3] and visual [4] cortical regions. However, it is not clear whether such waves are a means of reloading the network for novel stimuli or propagating the signal to other portions of cortex [5]. There is evidence to suggest that waves of cortical activity may serve as a “spotlight” searching for novel stimuli, so the spatiotemporal location of an arriving stimulus can be encoded by the phase of the wave [6]. The preparation of motor commands has also been shown to correlate with the formation of propagating waves in primate motor cortex [7]. In particular, the latency and amplitude of evoked waves appears to encode information regarding the target of motion. The spatial organization of neural populations can also be hijacked by pathological events like propagated activity during epileptic seizures [8]. One particular epilepsy hypothesis, presuming there is some unhindered excitation in seizure-prone regions, has been explored using in vitro studies of disinhibited cortical slices [9]. Such paradigms have been very useful as a means for probing how external stimuli can initiate [10] and modulate [11] traveling electrical waves.

Neural field models of large-scale cortical populations have been very successful at providing theory regarding the formation of traveling waves of neural activity [12, 13]. A seminal study by Wilson and Cowan, introducing a system describing average activity of a spatially organized network, showed a combination of excitation and inhibition can generate traveling pulses of activity [14]. Amari was then able to analytically treat a version of this model under the assumption that the firing rate nonlinearity in the system was a Heaviside function [15]. Analogous systems have been shown to support a number of spatiotemporal solutions like patterns reminiscent of hallucinations [16, 17], traveling fronts [18–20], traveling pulses [21], and stationary pulses [22]. One additional detail to consider is the effects of finite axonal conduction velocities by including delay terms in the evolution equations [21, 23, 24]. Also, negative feedback processes like synaptic depression and spike frequency adaptation have been introduced in some neural field models as auxiliary variables [12, 21, 25, 26]. These systems admit more exotic behaviors like self-sustained oscillations [26, 27], breathers emerging in the presence [28] or absence [29] of stimuli, and spiral waves [30]. A wide variety of spatiotemporal solutions arise in neural field equations in the absence of external inputs.

Persistent inputs have been shown to generate behavior not present in the associated unstimulated neural field. For moving inputs, stimulus-locked traveling waves can undergo a Hopf bifurcation beyond which traveling breathers exist [31, 32]. Pulsating fronts can arise when a spatially periodic stationary input is applied [33]. These results echo experimental findings that show external electric fields can modulate the speed of traveling waves in cortical slice experiments [11]. Recently, it was shown that spatially homogeneous time-periodic inputs give rise to hexagonal or rectangular patterns, depending on the period of the input [34], successfully describing psychophysical experiments regarding flicker phosphenes [35]. Few studies have spoken to the potential effects of transient stimuli on spatiotemporal dynamics of neural fields [24]. In [23], it was shown numerically that they can be used to remove topological defects from patterned activity. Experimentally, transient stimuli have been shown to functionally manipulate coherent neural activity [3, 4] and may even serve to terminate pathological waves present during epileptic seizures [36]. With the advent of recent optogenetic techniques for abruptly
manipulating the activity of populations of neurons [37], it seems likely that the effect of transient stimuli on spatiotemporal dynamics could be studied in a variety of in vitro and in vivo contexts.

Thus, we propose to analyze the effects of transient stimuli on coherent activity in neural field models. Our analytical framework extends previous numerical studies of transient stimuli in neural fields [23, 24] and makes use of the zero-eigenmode of the adjoint as a response function for spatially extended systems [20, 38, 39]. In particular, we study how the speed and location of traveling waves are affected, since such analyses could likely be experimentally testable [11]. Some of our results even speak to the critical stimuli necessary to terminate traveling waves. The stimulus, in our models, represents a short input of current from an electrode [10], rapid alteration of an external electric field [11], or a brief activation of cells with light-sensitive ion channels [37]. Parts of our theory apply to large amplitude stimuli, capable of switching parts of the network on or off.

The paper is organized as follows. In section II, we introduce a general neural field model that supports traveling fronts and/or pulses. For transparency, we analyze some of the simplest systems that produce a particular dynamical behavior. However, our results can likely be extended to more intricate models too. In section III, we analyze an excitatory neural field equation that supports traveling fronts. By deriving an effective response function, we can quantify the distance a front is advanced or delayed as it depends on the amplitude and form of a transient stimulus. In section IV, we analyze a spatially periodic neural field with an asymmetric lateral inhibitory weight kernel that supports traveling pulses. Extending our analysis for fronts, we quantify the delays or advances of the pulse to a spatially localized input and derive the response function in the same way. Fronts in the excitatory network can only be advanced by local positive perturbations while pulses in a lateral inhibitory network can be advanced or delayed, depending on the spatial location of the perturbation. Considering the bifurcation structure of the system, we can also calculate the critical inhibitory stimulus necessary to terminate the pulse.

II. SCALAR NEURAL FIELD MODELS

Perhaps the simplest neural field model that admits spatiotemporally patterned activity is the one-dimensional scalar model [15]

$$u_t = -u + \int_{-l}^{l} w(x - x') f(u(x', t)) dx' + I(x, t), \quad (1)$$

where $u(x, t)$ represents the sum of synaptic inputs to position $x$ at time $t$ [13]. For the purposes of a transparent exposition, we ignore the effects of finite axonal conduction velocities [21, 23, 24] and local negative feedback [12, 21, 25, 26]. Spatial domains are often taken to be the real line, so that $l \to \infty$ [18], but some studies have also addressed periodic domains where $l = \pi$ [25]. The strength of synaptic weights from neurons at position $x'$ to neurons at $x$ is encoded by the kernel $w(x - x')$. While $w(x)$ is often considered to be an even function, it does not have to be. For our studies of traveling fronts (where $l = \infty$), we consider the exponential weight function

$$w(x) = \frac{1}{2} e^{-|x|}, \quad (2)$$

However, in our analysis of the periodic asymmetric network (where $l = \pi$), we consider the shifted cosine weight function

$$w(x) = A \cos(x - \phi), \quad (3)$$

where $\phi$ introduces a shift to the even cosine function, so that traveling pulses exist. A similar weight kernel was considered in a study of directionally selective networks of visual cortex [40], and there are several experimental studies supporting the existence of functionally specific asymmetries in the spatial organization of synaptic inputs [41–43]. The nonlinearity $f(u)$ represents the relationship between synaptic input and output firing rate. Saturating sigmoid functions are often considered as appropriate representations of this firing rate function

$$f(u) = \frac{1}{1 + e^{-\gamma(u - \theta)}},$$

where $\gamma$ and $\theta$ are the gain and threshold of the firing rate function. In order to derive analytical results for our studies of traveling waves, many studies find it useful to consider the high gain limit $\gamma \to \infty$ and employ a Heaviside firing rate function [12, 13]

$$f(u) = H(u - \theta) = \begin{cases} 1 : & u > \theta \\ 0 : & u < \theta. \end{cases} \quad (4)$$

This mathematical convenience will allow us to explicitly calculate quantities that relate behaviors of traveling waves to model parameters. We now discuss some of our choices for the function form of the transient input $I(x, t)$. A form well suited to analysis is the product with the delta function in time

$$I(x, t) = \delta(t)I(x).$$

The intrinsic dynamics of the network (1) will exponentially filter this signal though, so that its effects are spread over the (infinite) window of time following the stimulus. We find that systems receiving spatially homogeneous stimuli

$$I(x, t) = I_0 \delta(t) \quad (5)$$

admit a number of analytical techniques. However, spatially localized stimuli like the square pulse

$$I(x, t) = I_0 H(\Delta_x - |x - x_p|) \delta(t), \quad (6)$$

provide more interesting results, since one can then consider the effects of perturbing a particular location on a
wave. We also consider spatially homogeneous perturbations that last a finite amount of time $\Delta_t$ given by
\[ I(x, t) = I_0(H(t) - H(t - \Delta_t)), \]
in the case of traveling fronts.

We now develop theory for how transient inputs affect the propagation of traveling waves. In particular, perturbation theory is used to approximate the long time location of the leading edge of a traveling wave.

III. TRAVELING FRONTS IN EXCITATORY NEURAL FIELD

The existence and stability of traveling fronts in neural fields is well studied [18–21, 26, 31, 44]. However, there have been very few studies regarding the effects of transient stimuli on them [23, 24]. In [31], it was shown that fronts may lock to moving step-shaped inputs if their amplitude is large enough and the input speed is close enough to the natural wave speed. Recently, effects of external noise on the speed and variance of traveling fronts has been studied [33, 45]. The detailed analysis that we present in this section leads us to several conclusions, which we state now. The long-term consequence of transient inputs is that they effectively shift the location of fronts. We study only progressing fronts, and the direction of the shift depends on whether the input is excitatory or inhibitory. Finally, there is a function that relates the shift to the amplitude and sign of the input, which can be approximated in a few different ways.

A. Wave response function : Adjoint

In the absence of inputs ($I(x, t) = 0$), equation (1) has a unique traveling front solution $u(x, t) = U(x - ct)$ with speed $c$, provided [18]: (i) $f \in C^1$ and $f'' > 0$; (ii) the function $-u + f(u)$ has only three fixed point $u_0 < u_1 < u_2$ with $u_{0,2}$ stable; and (iii) $w \in C$ is even and positive function with $\int_{-\infty}^{\infty} w(x)dx < \infty$. Conditions (i) and (ii) are satisfied for the sigmoid with finite gain. Even though the Heaviside (4) does not satisfy these, the wavefront can be calculated explicitly [12, 18, 20].

Since equation (1) possesses a traveling front solution $u(x, t) = U(\xi)$, where $\xi = x - ct$, when $I(x, t) = 0$, we have
\[-cU'(\xi) = -U(\xi) + \int_{-\infty}^{\infty} w(\xi - \xi')f(U(\xi'))d\xi'.\]  
(8)

Now, we can consider how transient inputs will alter a front using perturbation theory in (1). Assuming that $0 < |I(x, t)| < 1$, we rewrite $I(x, t) = \varepsilon I(x, t)$, where $0 < \varepsilon < 1$. Changing variables to $\xi$, we have an evolution equation for $u(\xi, t)$ given by
\[-c\partial_u + u_t = -u + \int_{-\infty}^{\infty} w(\xi - \xi')f(u(\xi', t))d\xi' + \varepsilon I(\xi, t).\]  
(9)

Now, by performing the perturbation expansion
\[ u(\xi, t) = U(\xi - \varepsilon\eta(t)) + \varepsilon u_1(\xi, t) + \varepsilon^2 u_2(\xi, t) + \cdots, \]
where $U(\xi - \varepsilon\eta(t))$ satisfies (8) and $\eta(t) = \varepsilon\eta(t)$ is a small time-dependent shift function. Plugging the expansion (10) into (9), we find the first-order term $u_1$ satisfies the inhomogeneous linear equation
\[-\frac{\partial u_1(\xi, t)}{\partial t} + Lu_1(\xi, t) = -U'('\eta'(t) - \dot{I}(\xi, t),\]
(11)
where $L$ is the linear operator
\[ Lu = c\frac{du}{d\xi} - u + \int_{-\infty}^{\infty} w(\xi - \xi')f'(U(\xi'))u(\xi')d\xi'. \]
A bounded solution of equation (11) will exist if its right-hand side is orthogonal to all the elements of the null-space of the adjoint operator $L^*$ [18, 20]. It is straightforward to calculate the adjoint with respect to the $L^2$ inner product as
\[ L^*u = -c\frac{du}{d\xi} - u + f'(U)\int_{-\infty}^{\infty} w(\xi - \xi')u(\xi')d\xi'. \]  
(12)

It can be proved that $L^*$ also has a one-dimensional null-space [18], which is spanned by some function $V(\xi)$. Therefore, equation (11) has a bounded solution if
\[ \int_{-\infty}^{\infty} U'(\xi)V(\xi)d\eta'(t) = -\int_{-\infty}^{\infty} \dot{I}(\xi, t)V(\xi)d\xi. \]
Thus, by isolating the $\dot{\eta}'(t)$ term and integrating in time, we find the shift to the traveling front resulting from some small transient input will be
\[ \eta(t) = -\frac{\int_{-\infty}^{\infty} V(\xi)\int_{-\infty}^{t} \dot{I}(\xi, s)dsd\xi}{\int_{-\infty}^{\infty} U'(\xi)V(\xi)d\xi}, \]
(13)
where we have reabsorbed the $\varepsilon$. Notice that the governing equation of the neural field provides us with all of the right hand side. For pulsatile inputs, such that the input is a decomposition of the form $I(\xi, t) = \delta(t)\dot{I}(\xi)$, we can also calculate $\eta$ explicitly for various forms of $\dot{I}(\xi)$. In particular, we analyze the case where $f(u) = H(u - \theta)$, since a great deal can be computed directly.

B. Fronts for Heaviside firing rate

The traveling front solution in the case of a Heaviside firing rate (4) will be superthreshold ($U(\xi) > \theta$) on the infinite domain $\xi \in (-\infty, 0)$, crossing threshold at zero so that $U(0) = \theta$. These assumptions yield [20]
\[-cU'(\xi) = -U(\xi) + \int_{-\infty}^{0} w(\xi - \xi')d\xi'.\]
We now proceed to examine the effects different classes of perturbation have upon the location of the traveling front in the coordinate $\xi$. Note, there was recently successful work in the effect of periodic and random homogeneousities on the speed of front in neural fields using an interface dynamics [33, 47].

C. Spatially homogeneous inputs: Adjoint

To start, we consider the effect of spatially homogenous perturbations on the location of the front in its wave coordinate frame. This allows us to explore the relationship between the amplitude of a transient stimulus and the extent to which the front is shifted. In order to use the equation (13) for the shift of the wave as it depends upon the stimulus $I(x, t)$, we compute the spatial derivative of the front profile

$$U'(\xi) = \begin{cases} -\theta e^{-\xi}, & \xi > 0 \\ -2\theta(1-2\theta)\frac{e^{\theta\xi/(1-2\theta)}}{1-4\theta} + \frac{\theta}{1-4\theta}e^{\theta\xi}, & \xi < 0, \end{cases}$$

and the null space of the adjoint equation (12) [20]

$$V(\xi) = -H(\xi)e^{-\theta\xi/(1-2\theta)}.$$  

We now plug (18) and (12) into our formula (13) for $\eta(t)$ and find that our adjoint approach approximates the response of the front to spatially homogeneous, temporally pulsatile stimuli (5) (such as shown in Fig. 2) as

$$\eta(t) = \eta_\infty = \frac{\int_0^\infty e^{-\theta\xi/(1-2\theta)}I_0d\xi}{\int_0^\infty e^{-\theta\xi/(1-2\theta)}(\theta e^{-\xi})d\xi} = \frac{I_0}{2\theta^2}.$$  

Our adjoint approach predicts that the shift to the front scales linearly with the amplitude of spatially homogeneous but temporally pulsatile inputs. We show this prediction along with shifts calculated from numerical simulations in Fig. 3.

In the case of inputs with finite temporal width (7), our perturbative approach predicts

$$\eta(t) = \frac{I_0}{2\theta^2} \left[ \Delta t + (t - \Delta t)H(\Delta t - t) \right].$$  

Therefore, the shift depends linearly upon perturbation amplitude and time width. Our adjoint approach generates a linear response function for transient stimuli’ effect on the traveling front, capturing quantitative behavior for sufficiently small perturbations (see Fig. 4). The appearance of the zero-eigenmode solution to the adjoint in our response function should not be surprising, as previous studies of spatially extended systems have employed it to analyze effects of perturbative inputs [38, 48]. However, as we show, we can generate more accurate predictions by examining the interaction of the stimulus with the interface of the traveling front.

This can be solved explicitly using an integrating factor [20]

$$U(\xi) = e^{\xi/c} \left( -\frac{1}{c} \int_0^\xi e^{-y/c} \int_y^\infty w(x)dx dy \right).$$  

Restricting our study to progressing fronts ($c > 0$), we can require boundedness as $\xi \to \infty$ using the condition on the threshold

$$\theta = \frac{1}{c} \int_0^\infty e^{-y/c} \int_y^\infty w(x)dx dy,$$  

so that (14) becomes

$$U(\xi) = \frac{1}{c} \int_0^\infty e^{-y/c} \int_y^{\infty+\xi} w(x)dx dy.$$  

For the exponential weight function (2), the threshold condition (15) becomes $\theta = 1/(2(c+1))$, and we can solve this explicitly for the front speed $c = (1-2\theta)/(2\theta)$, where $\theta \in (0, 1/2)$ so that $c \in (0, \infty)$. In addition, the explicit expression for the traveling front (16), in terms of the threshold $\theta$, will be

$$U(\xi) = \begin{cases} \theta e^{-\xi}, & \xi > 0 \\ 1 - \frac{(1-2\theta)^2}{1-4\theta}e^{\theta\xi/(1-2\theta)} + \frac{\theta}{1-4\theta}e^{\theta\xi}, & \xi < 0. \end{cases}$$  

For illustrative purposes, we plot the front (17) in Fig. 1, but pictures for similar models can also be found in [20, 21, 27, 46]. In particular, the threshold $\theta$ of the firing rate function $f(u) = H(u - \theta)$ is denoted in Fig. 1. For some of our calculations regarding the response of traveling fronts to transient stimuli, we pay close attention to the interaction of the field $u$ with the threshold $\theta$.  

![Graph showing profile of front $U(\xi)$ in traveling wave coordinate $\xi$ for threshold $\theta = 0.2$ in scalar neural field (1) with Heaviside firing rate (4).](image-url)
D. Spatially homogeneous inputs: Interface

Another way to quantify the front’s shift is to reduce the problem to one of calculating the time evolution of the interface of the traveling front, where the input variable crosses threshold. Such approaches have been successful in reaction-diffusion equations for calculating the effect of heterogeneities on wave speed [49, 50], and recently in neural fields for identifying the effect of persistent heterogeneities on wavespeed [33, 47, 51] and the formation of exotic solutions [52]. The approach is reasonably straightforward; we derive a formula for the interface $x_0(t)$ using the threshold equation $u(x_0(t), t) = \theta$.

For the spatially homogeneous, temporally pulsatile stimulus (5), we assume $I_0 < \theta$, so that the entire network will not be immediately switched on. A single, unique, time-dependent, threshold crossing point $x_0(t)$ is given by the level set condition $u(x_0(t), t) = \theta$, which we can differentiate this equation to yield

$$\dot{x}_0(t) = - \frac{u_x(x, t)}{u_x(x, t)} \bigg|_{x=x_0(t)}. \quad (21)$$

We can exactly calculate the time derivative term

$$u_t(x_0(t), t) = -u_x(x_0(t), t)$$

$$+ \int_{-\infty}^{\infty} w(x_0(t) - x') H(u(x', t) - \theta) dx'$$

$$= -\theta + \int_{-\infty}^{x_0(t)} w(x_0(t) - x') dx' = -\theta + \frac{1}{2}. \quad (22)$$

for the exponential weight function (2). To approximate the spatial derivative, we presume that the front roughly maintains its initial shape such that

$$u_x(x_0(t), t) \approx U'(\tilde{x}_0(t)) \approx U'(0) + U''(0)\tilde{x}_0(t).$$

Where $\tilde{x}_0(t)$ is a linear approximation of $x_0(t)$ given by linearizing the threshold condition

$$u(x_0(t), t) = \theta$$

$$I_0 e^{-t} + U(0) + U'(0)x_0(t) + \cdots \approx \theta, \quad (23)$$

assuming $u$ can be approximated by a perturbation of the associated traveling front solution $U(\xi)$ plus a spatially homogeneous shift $I_0 e^{-t}$ induced by the input. The relaxation rate of the the shift is then determined by the first non-zero eigenvalue of the evolution equation (1). Equation (23) can then be utilized to find $\tilde{x}_0(t)$ by truncating to first order and rearranging

$$U(0) + U'(0)x_0(t) \approx \theta - I_0 e^{-t}$$

$$\tilde{x}_0(t) = \frac{I_0}{\theta} e^{-t}. \quad (24)$$

Plugging this into our spatial derivative approximation

$$u_x(x_0(t), t) \approx -\theta + I_0 e^{-t}. \quad (25)$$

Therefore, using the linear approximations to the temporal (22) and spatial (25) derivatives, the evolution of the interface (21) is approximated by the dynamics

$$\dot{x}_0(t) = \left(\frac{1}{2\theta} - 1\right) \frac{\theta}{\theta - I_0 e^{-t}}. \quad (26)$$

Subtracting the speed $c$ of the unperturbed front from this expression and integrating, we can find the temporal...
The evolution of the front’s shift resulting from the transient stimulus
\[
\eta(t) = \int_0^t \dot{x}(s) - cd\sigma + \eta(0^+) \\
= \left( \frac{1}{2\theta} - 1 \right) \int_0^t \frac{I_0 e^{-\theta s}}{\theta - I_0 e^{-\theta s}} dc + \eta(0^+) \\
\eta(t) = \left( \frac{1}{2\theta} - 1 \right) \ln \left[ \frac{\theta - I_0 e^{-t}}{\theta - I_0} \right] + \frac{I_0}{\theta}. \tag{26}
\]

As opposed to the adjoint calculation, we must consider an additive constant \( \eta(0^+) \) outside of the integral in this case since the input \( I_0 \delta(t) \) instantaneously shifts the location of the interface. We approximate this additive constant using (24). In the limit \( t \to \infty \), the long-time shift of the front is
\[
\eta_{\infty} = \left( \frac{1}{2\theta} - 1 \right) \ln \left[ \frac{\theta}{\theta - I_0} \right] + \frac{I_0}{\theta}.
\]

Note, if we Taylor expand \( \eta_{\infty} \) in \( I_0 \) about \( I_0 = 0 \), we recover the expression derived using the adjoint approximation to the wave response function at first order
\[
\eta_{\infty} = \frac{I_0}{2\theta^2} + \left( \frac{1}{2\theta} - 1 \right) \frac{I_0}{\theta^2} + \cdots.
\]

However, the initial nonlinear terms that we now have included in our approximation of the long-time behavior of the shift more accurately represent it as \( I_0 \) is increased (see Fig. 3(a)). Also, we can estimate the time-dependence of the shift in Fig. 3(b). While our adjoint calculation uses a linearization of the wave to identify shifts occurring during the span of time that the stimulus is on, the interface calculation tracks the speed of the wave perturbatively for the entire period of time after the initial stimulus epoch as well. Thus, it captures more information concerning the shift of the front, especially that occurring after the stimulus is switched off.

To further compare the capabilities of our interface calculation to our adjoint calculation, we consider the shift to the front generated by a stimulus of finite time width (7). Here, the interface’s evolution is still given by (21) and the time derivative is still given by (22). We need only compute how (7) alters the spatial derivative. Using our previous approach, we can linearly approximate the interface location with
\[
\tilde{x}_0(t) = \frac{I_0}{\theta} \left\{ \begin{array}{l}
1 - e^{-t} : t \in (0, \Delta_t) \\
(1 - e^{-\Delta_t}) e^{-t+\Delta_t} : t \in (\Delta_t, \infty),
\end{array} \right. \tag{27}
\]

where we have incorporated the input’s effect on the form of the wave. Plugging (27) into a linear approximation of the spatial derivative
\[
\dot{\tilde{x}}_0(t) \approx U'(0) + U''(0) \dot{x}_0(t) \\
= -\frac{\theta}{I_0} + \frac{I_0}{(e^{\Delta_t} - 1)e^{-t} : t \in (\Delta_t, \infty)}, \tag{28}
\]

we now can approximate the evolution of the interface by plugging the temporal (22) and spatial (28) derivative approximations into (21) to yield
\[
\dot{x}_0(t) = \left( \frac{1}{2\theta} - 1 \right) \left\{ \begin{array}{l}
\frac{\theta}{\theta - I_0(1 - e^{-t})} : t \in (0, \Delta_t) \\
\frac{\theta}{\theta - I_0(e^{\Delta_t} - 1)e^{-t}} : t \in (\Delta_t, \infty).
\end{array} \right. \tag{29}
\]

Subtracting the speed of the unperturbed front and in-
tegrating, we find the shift as a function of time is
\[
\eta(t) = \int_0^t (\dot{\xi}(s) - c)ds
\]
\[
= \frac{I_0(1 - 2\theta) \min(t, \Delta_t)}{2\theta(\theta - I_0)} \ln \left( \frac{\theta}{\theta - I_0(1 - e^{-\min(t, \Delta_t)})} \right)
\]
\[
- \frac{1 - 2\theta}{2(\theta - I_0)} \ln \left( \frac{\theta}{\theta - I_0(1 - e^{-\max(t, \Delta_t)})} \right)
\]
\[
+ \frac{1 - 2\theta}{2\theta} \ln \left( \frac{\theta}{\theta - I_0(1 - e^{-\Delta_t})} \right).
\]
(30)

In the limit \( t \to \infty \), the long-term shift is
\[
\eta_{\infty} = \frac{I_0(1 - 2\theta)}{2\theta(\theta - I_0)} \left( \Delta_t - \ln \left( \frac{\theta}{\theta - I_0(1 - e^{-\Delta_t})} \right) \right).
\]

We plot an example of the interface calculation’s approximation of a front’s shift due to a finite time width input (7) in Fig. 4, which is less accurate than the adjoint calculation. The error caused by linearly approximating the spatial derivative in the interface dynamics leads to a worse error than that made by linearizations in the adjoint approach.

E. Spatially homogeneous inputs: Speed

We now explore a third interpretation of the resulting shift to the front by considering a nearby front \( \hat{U}_\xi \), resulting from the perturbation (5), with an effective speed \( \hat{c}(t) \) that is marginally different than the constant baseline speed \( c \). As opposed to the interface calculation, we derive this speed using the full nonlinear equation for the speed in terms of a time-dependent threshold. Employing the ansatz
\[
u(x, t) \approx U_\xi(\hat{\xi}) + I_0 H(t) e^{-t}, \quad \hat{\xi} = x - c\hat{t},
\]
we find the time derivative is
\[
\frac{\partial u(x, t)}{\partial t} = -(\hat{c}(t) + \hat{c}'(t) \cdot t)U_\xi'(\hat{\xi}) + I_0(\delta(t) - H(t) e^{-t}).
\]
(31)

The input marginally changes the speed \( \hat{c}(t) \) and form \( \hat{U}_\xi \) of the front. The effective speed \( \hat{c}(t) \) will relax back to the original front speed \( c \), so that \( |\hat{c}'(t)| \cdot t \ll \hat{c}(t) \), and we can truncate (31) by neglecting the term involving \( \hat{c}'(t) \).

With this consideration, plugging the expression (31) into the evolution equation (1) and simplifying yields
\[
-\hat{c}U_\xi'(\hat{\xi}) = -U_\xi(\hat{\xi}) + \int_{-\infty}^{\infty} w(\xi - \hat{\xi}) H(U_\xi(\hat{\xi}) - \hat{\theta}(t))d\hat{\xi},
\]
(32)

for \( f(u) = H(u - \theta) \), and
\[
\hat{\theta}(t) = \theta - I_0 e^{-t}
\]
(33)
is a time-dependent threshold. As in our interface approximation, the first non-zero eigenvalue of the linearization of (1) determines the decay of this time-dependent threshold (33). In this case, we do not use linearized approximation to determine the constituent functions of a level set equation. Rather, we consider the time-dependence of the front’s speed that comes from studying the threshold condition of the nearby front determined by (32) with speed \( \hat{c} \) given by the nonlinear equation
\[
U_\xi(\hat{\theta}(t)) = \frac{1}{2(\hat{c}(t) + 1)} = \hat{\theta}(t) = \theta - I_0 e^{-t}.
\]

We can isolate the time-dependent wave speed
\[
\hat{c}(t) = \frac{1}{2(\theta - I_0 e^{-t})} - 1,
\]
(34)
and note that
\[
|\hat{c}'(t)| \cdot t = \frac{I_0 e^{-t}}{2(\theta - I_0 e^{-t})^2} \ll \hat{c}(t),
\]
as we presumed, since \( |I_0| \ll 1 \). Upon subtracting the unperturbed front’s speed \( c \) from this expression, we have the time-dependent difference between the perturbed wave’s speed and the unperturbed wave’s
\[
\hat{c}(t) - c = \frac{I_0 e^{-t}}{2\theta(\theta - I_0 e^{-t})}.
\]

To compute the amount of shift a front will undergo following the spatially homogenous transient perturbation, we need only integrate this difference with respect to time
\[
\eta(t) = \int_0^t (\hat{c}(s) - c)ds = \int_0^t \frac{I_0 e^{-s}}{2\theta(\theta - I_0 e^{-s})}ds
\]
\[
= \frac{1}{2\theta} \ln \left( \frac{\theta - I_0 e^{-t}}{\theta - I_0} \right).
\]
(35)

The nonlinear time-dependent speed calculation approximates the shift of the front much better because it considers higher order effects of the input than the adjoint or interface approximations do (Fig. 3). The interface calculation, in particular, errs in that it linearizes about the original front with speed \( c \). To more accurately capture effects of the input, one must actually perturb about the front with speed \( \hat{c}(t) \) given by (34). However, since the calculation does not concern itself with the location of the interface, the initial instantaneous shift is not considered (see Fig. 3(b)).

Analyzing effects of a spatially homogeneous stimulus of finite time width (7), we can also use this approach. As before, we can derive an effective wavespeed \( \hat{c} \) as determined by the time-dependent threshold
\[
\hat{\theta}(t) = \begin{cases} 
\theta - I_0(1 - e^{-t}) & : t \in [0, \Delta_t] \\
\theta - I_0(e^{\Delta_t} - 1)e^{-t} & : t \in [\Delta_t, \infty).
\end{cases}
\]
We use this to calculate the difference between the modified time-dependent speed $\dot{c}(t)$ of the front and the unperturbed wavespeed $c$ as

$$
\dot{c}(t) - c = \begin{cases}
  \frac{I_0(1 - e^{-t})}{2\theta(\theta - I_0(1 - e^{-t}))} : t \in [0, \Delta_t] \\
  \frac{I_0(e^{\Delta_t} - 1)e^{-t}}{2\theta(\theta - I_0(e^{\Delta_t} - 1)e^{-t})} : t \in [\Delta_t, \infty).
\end{cases}
$$

Integrating this difference, we can compute the time-dependent shift

$$
\eta(t) = \int_0^t (\dot{c}(s) - c)ds = \int_0^{\min(t, \Delta_t)} \frac{I_0(1 - e^{-s})}{2\theta(\theta - I_0(1 - e^{-s}))}ds + \int_{\Delta_t}^{\max(t, \Delta_t)} \frac{I_0(e^{\Delta_t} - 1)e^{-s}}{2\theta(\theta - I_0(e^{\Delta_t} - 1)e^{-s})}ds
$$

$$
\eta(t) = \frac{I_0 \min(t, \Delta_t)}{2\theta - I_0} \ln \left[ \frac{\theta - I_0(1 - e^{-\min(t, \Delta_t)})}{\theta - I_0(1 - e^{-\Delta_t})} \right] - \frac{1}{2\theta} \ln \left[ \frac{\theta - I_0(e^{\Delta_t} - 1)e^{-\max(t, \Delta_t)}}{\theta - I_0(1 - e^{-\Delta_t})} \right] + \frac{1}{2\theta} \ln \left[ \frac{\theta - I_0(1 - e^{-t})}{\theta - I_0(1 - e^{-\Delta_t})} \right].
$$

Note in the limit $t \to \infty$, we have

$$
\eta_\infty = \frac{I_0}{2\theta - I_0} \left( \Delta_t - \ln \left[ \frac{\theta}{\theta - I_0(1 - e^{-\Delta_t})} \right] \right).
$$

This approach captures the time-dependence and long-time behavior of the shift slightly better than the adjoint calculation and much better than the interface calculation (Fig. 4).

F. Spatially localized inputs: Adjoint

In the case of spatially localized inputs, we can examine the effect of different stimulus locations on the shift of the traveling front. This reveals the true power of our adjoint approach, in providing approximations to the resultant shift of the front’s location. In fact, this provides us with a picture similar to the idea of a PRC, where phase shift amplitudes depend on the locations of perturbations in the phase of a limit cycle [53]. The adjoint associated with the traveling front solution, in this case $V(\xi)$ given by (19), acts as a linear filter through which the transient stimulus is passed to determine its effect. The interface and time-dependent speed approximations would be tedious to develop for spatially localized inputs, especially since such inputs would generate multiple interfaces and evolution equations more difficult to linearize.

To study the front’s response to spatially localized inputs, we simply plug the adjoint (19) and the spatial derivative of the front (18) into our wave response function (13). In the case of a spatially localized, pulsatile stimulus (6), we find this approach approximates the shift to the wave as

$$
\eta_\infty = \frac{I_0}{\theta} \begin{cases}
  \frac{e^{2\theta+p} \sinh \frac{2\theta \Delta_x}{1 - 2\theta}}{1 - e^{2\theta+p}} : x_p > \Delta_x \\
  \frac{1 - e^{-2\theta(x_p + \Delta_x)}}{2} : x_p \in (\Delta_x, \Delta_x) \\
  0 : x_p < -\Delta_x,
\end{cases}
$$

so inputs applied solely to the superthreshold region of the front do not shift it at all. We plot this theoretical prediction along with the results of numerical simulations in Fig. 5. By analogy with phase response curves, the wave response function of the traveling front here is “type I,” since it is non-negative. Only the sign of the perturbation determines the sign of the shift; the spatial location only affects the amplitude of the shift. This is consistent with the non-negativity of the exponential weight function (2). Notice also that as the width of the stimulus is increased, the peak of the wave response function shifts to the rightward. In our study of traveling pulses, we will find the sign of the wave response function can depend on the spatial location of perturbations.

IV. TRAVELING PULSES IN LATERAL INHIBITORY NEURAL FIELD

We now study the effects of transient inputs on traveling pulses in (1) with an asymmetric weight kernel (3), for $l = \pi$. Existence and stability of traveling pulse solutions in neural fields are well studied [21, 27, 46] along with the
effects of periodic inhomogeneities on their speed [54]. However, there has yet to be a substantial study of transient inputs on their behavior. Recently, the effect of spatial inhomogeneities in parameters was considered as a model of epileptic tissue [55]. Conceivably, the traveling pulses generated by regions of cortex prone to seizures could be controlled by some transient input to reduce pathological effects of such rogue activity [56].

Here, we find that the effect of stimuli on pulse solutions can be more intricate than upon fronts. This comes from lateral inhibition we introduce and the fact that a pulse has both a front and back. The two interfaces of the wave afford more opportunity for small perturbations to have considerable effects. Neural field models that generate traveling pulse solutions usually require a recovery variable [21, 26, 29, 46]. Here we consider a coupling asymmetry with lateral inhibition [40]. This leads to more complicated dynamics than fields that only support fronts, even though the evolution equations are still scalar.

A. Wave response function: Adjoint

As a model of a neural field with traveling pulses, we employ asymmetric coupling \((w(x) \neq w(-x))\). Asymmetric coupling has been studied before as a model of direction selectivity [40] and a unidirectional circuit for the spread of synchrony [55]. Studying the neural field (1) in the absence of inputs \((I(x,t) = 0)\), we now consider traveling pulse solutions. There are no general results for the existence of traveling pulses with smooth nonlinearities, however, pulses can be explicitly calculated with the Heaviside nonlinearity [57]. Supposing the network does support a traveling pulse with speed \(c\), then

\[ u(x,t) = U(\xi) \text{ where } \xi = x - ct, \text{ the traveling wave coordinate, and } U(\pi) = U(-\pi). \]

Plugging this into (1), we have

\[ -cU'(\xi) = -U(\xi) + \int_{-\pi}^{\pi} w(\xi - \xi')f(U(\xi'))d\xi'. \quad (38) \]

Notice, this is the same as equation (8) up to assumptions regarding the form of \(U(\xi), w(\xi), \text{ and the domain. In fact, if we consider the alterations that transient inputs to (1) will have upon the corresponding traveling pulse solution, the form of the shift } \eta \text{ to the wave is derived in the same way it was in the case of fronts. Therefore, to first order, the shifted pulse evolves in time as } U(\xi - \eta(t)), \text{ where the shift } \eta(t) \text{ is given by} \]

\[ \eta(t) = -\frac{\int_{-\pi}^{\pi} V(\xi) \int_{-\pi}^{\pi} I(\xi, \xi')d\xi'd\xi}{\int_{-\pi}^{\pi} U'(\xi)V(\xi)d\xi}. \quad (39) \]

where \(V(\xi)\) is the null space of the adjoint operator

\[ \mathcal{L}^*u = -c\frac{du}{d\xi} - u + f'(U) \int_{-\pi}^{\pi} w(\xi' - \xi)u(\xi')d\xi'. \quad (40) \]

The adjoint operator \(\mathcal{L}^*\) has a similar form to the traveling front case except for the assumptions made upon the functions involved. The traveling wave \(U(\xi)\) is now a pulse, and the weight function \(w(\xi)\) is now asymmetric and includes lateral inhibition.

B. Pulses for Heaviside firing rate

For simplicity, we now consider traveling pulses in an asymmetric ring model with a Heaviside firing rate (4). In the case of a symmetric kernel, the model has been used to describe orientation tuning in visual cortex [25].
Note, a similar model was studied previously in [40], as a representation of a directionally selective network. Traveling pulse solutions \( u(x, t) = U(\xi) \) to (1) with weight (3) and \( l = \pi \) will have superthreshold region of width \( \Delta \), which we choose to lie at the rightmost edge of the domain \( \xi \in (\pi - \Delta, \pi) \), such that

\[
-cU'(\xi) = -U(\xi) + A \int_{\pi - \Delta}^{\pi} \cos(\xi - \xi' - \phi) d\xi'.
\]

Solving (41) with an integrating factor, we find

\[
U(\xi) = \frac{2 \sin \left( \frac{\phi}{2} \right) \left[ c \sin \left( \xi + \frac{\phi}{2} - \phi \right) - \cos \left( \xi + \frac{\phi}{2} - \phi \right) \right]}{c^2 + 1}.
\]

Applying the threshold conditions \( U(\pi - \Delta) = U(\pi) = \theta \), we can use (42) to generate a solvable set of equations for the wave speed \( c \) and pulse width \( \Delta \) given by

\[
\begin{align*}
2A \sin \left( \frac{\phi}{2} \right) \left[ \cos \left( \frac{\phi}{2} - \phi \right) - c \sin \left( \frac{\phi}{2} - \phi \right) \right] &= \theta, \quad (43) \\
2A \sin \left( \frac{\phi}{2} \right) \left[ \cos \left( \frac{\phi}{2} + \phi \right) + c \sin \left( \frac{\phi}{2} + \phi \right) \right] &= \theta. \quad (44)
\end{align*}
\]

Upon subtracting the (43) from (44), we find

\[
\frac{2A(\cos \Delta - 1)}{c^2 + 1} \left[ \sin \phi - c \cos \phi \right] = 0.
\]

Excluding the solution \( \cos \Delta = 1 \), by noting this will not solve the two constituent equations, we find \( c = \tan \phi \) will be the wave speed. Now, adding (43) and (44),

\[
\frac{2A \sin \Delta (\cos \phi + c \sin \phi)}{c^2 + 1} = 2\theta,
\]

we have an equation for the pulse width \( \Delta \) in terms of parameters

\[
\sin \Delta = \frac{\theta(c^2 + 1)}{A(\cos \phi + c \sin \phi)} = \frac{\theta}{A \cos \phi},
\]

so there will be two pulse widths given on a restricted domain

\[
\begin{align*}
\Delta &= \Delta_u = \sin^{-1} \left[ (\theta/A) \sec \phi \right] \quad \text{(narrow)} \\
\Delta &= \Delta_s = \pi - \sin^{-1} \left[ (\theta/A) \sec \phi \right] \quad \text{(wide)}
\end{align*}
\]

for \( \phi \in [0, |\cos^{-1} \theta/A|] \). Upon plugging in the expression for \( c \) and simplifying using trigonometric identities

\[
U(\xi) = A \cos \phi (\sin \xi - \sin(\xi + \Delta)).
\]

We plot both existing pulses in Fig. 6(a). Linear stability of the traveling pulses could be computed using Evans functions [44, 58]. For brevity, we note that in numerical simulations we observe the wider pulse is stable (\( \Delta_s \)), and the narrow pulse is unstable (\( \Delta_u \)), forming a separatrix between the rest state and the stable pulse. We depict the dependence of the pulse width upon the asymmetry \( \phi \) of the weight kernel in Fig. 6(b), showing the two pulse branches terminate at a saddle-node bifurcation for a critical value of \( \phi \).

### C. Spatially localized inputs

We now consider the effect of a spatially localized, pulsatile stimulus

\[
I(x, t) = H(\Delta_x - |x - x_p|)\delta(t), \quad x \in (-\pi, \pi),
\]

on the traveling pulse solution (45). Interestingly, since the spatial domain is periodic, we arrive at a picture more
similar to the PRC of a limit cycle oscillator than in the front case. In contrast to excitatory neural fields, where the shift is always the same sign as the stimulus, waves in networks with excitation and inhibition can be shifted positively or negatively with a positive stimulus. To employ our wave response function (39), we first compute the spatial derivative of the pulse solution

\[ U'(\xi) = A \cos \phi (\cos \xi - \cos(\xi + \Delta)). \]

Plugging the Heaviside firing rate (4), asymmetric cosine weight (3), and traveling pulse (45) functions into the null equation of the adjoint (40), we have the system

\[ eV'(\xi) + V(\xi) = C(-\pi)\delta(\xi + \pi) + C(\pi - \Delta)\delta(\xi - \pi + \Delta) \]

\[ C(\xi) = \frac{A}{[U''(\pi)]} \int_{-\pi}^{\pi} \cos(\xi' - \xi - \phi)V(\xi')d\xi', \]

which allows us to compute the null space \( V(\xi) \) of the adjoint operator (40). The homogeneous version of the left hand side has solutions of the form \( Be^{-\xi/c} \). Along with the delta functions on the right hand side and the 2\( \pi \)-periodicity, this suggests a solution of the form

\[ V(\xi) = \left( H(\xi + \pi) + e^{-\frac{2\pi}{c}} + e^{-\frac{4\pi}{c}} + \cdots \right) e^{-\frac{\pi+\xi}{c}} \]

\[ + \alpha \left( H(\xi - \pi + \Delta) + e^{-\frac{2\pi}{c}} + e^{-\frac{4\pi}{c}} + \cdots \right) e^{-\frac{\pi - \Delta - \xi}{c}}. \]

The two infinite series arise from the fact that exponential functions originating at \( \xi = \pi - \Delta \) and \( \xi = -\pi \), in effect, wrap around the domain indefinitely due to periodicity. Plugging this into our adjoint equation, we can self-consistently determine the constant \( \alpha \). We make use of the geometric sum

\[ \sum_{n=1}^{\infty} e^{-2n\pi} = \frac{1}{2} \left( \coth \left( \frac{\pi}{c} \right) - 1 \right). \]

After a straightforward calculation, we find

\[ (c - C(-\pi))\delta(\xi + \pi) + (\alpha c - C(\pi - \Delta))\delta(\xi - \pi + \Delta) = 0 \]

where

\[ C(-\pi) = \frac{c}{1 - \cos \Delta} \left[ 1 + \alpha \cos \Delta \right] \]

and

\[ C(\pi - \Delta) = \frac{c}{1 - \cos \Delta} \left[ \cos \Delta + \alpha \right]. \]

Requiring self-consistency, we find \( \alpha = -1 \), so that

\[ V(\xi) = \left( H(\xi + \pi) + \frac{\coth(\pi/c) - 1}{2} \right) e^{-\frac{\pi+\xi}{c}} \]

\[ - \left( H(\xi - \pi + \Delta) + \frac{\coth(\pi/c) - 1}{2} \right) e^{-\frac{\pi - \Delta - \xi}{c}}. \]

Now, we have a periodic, albeit discontinuous, response function that takes on both positive and negative values. Notice, for homogeneous inputs \( I(x,t) = I_0 \delta(t) \),

\[ \eta_\infty = -\frac{I_0 \int_{-\pi}^{\pi} V(\xi)d\xi}{\int_{-\pi}^{\pi} U'(\xi)V(\xi)d\xi} = 0, \]

so there is no predicted shift. However, when we consider spatially localized pulsatile stimuli (46), our adjoint approach approximates the response function (39) of the pulse as

\[ \eta_\infty = -I_0 \frac{P_+(x_p) - P_-(x_p)}{2A \cos^3 \phi (\cos \Delta - 1)} \]

FIG. 7. (Color online) Wave response function \( \eta_\infty \) for traveling pulse in asymmetric neural field computed using adjoint theory (48) (solid) and numerical simulations (circles). Input is (46) with parameters (a) \( I_0 = 0.1, \Delta_x = 0.2 \) and (b) \( I_0 = 0.02, \Delta_x = 1 \). Scaled profile of associated pulse (45) (dashed) is plotted for the parameters \( \theta = 0.3, A = 0.5, \phi = \frac{\pi}{4} \). Equation (1) is numerically evolved using fourth order Runge Kutta with \( dt = 0.01 \) and Simpson’s rule for the convolution with \( dx = 0.01 \) and periodic boundaries.
and define the functions $U$ on the profile of the stable traveling pulse $I$ for the piecewise-defined functions $P$ and $\delta$.

Numerical method is described in Fig. 7.

FIG. 8. (Color online) Traveling pulse (45) terminated by a spatially homogeneous pulsatile stimulus $I(x,t) = -I_0\delta(t-t_p)$. (a) Numerical simulation of asymmetric ring neural field $u(x,t)$ stimulated at $t_p = 10$ with amplitude large enough to terminate pulse $I_0 > I_c$. Other parameters are $\theta = 0.3$, $A = 0.5$, and $\phi = \pi/4$. (b) Illustration of instantaneous effect of pulsatile stimulus on the profile of the stable traveling pulse $U_s(\xi)$, where its new width is less than the unstable traveling pulse’s width $\Delta_u$. Numerical method is described in Fig. 7.

For the piecewise-defined functions

$$\mathcal{P}_+(x_p) = \begin{cases} \mathcal{H}_+\exp\left((-\pi+x_p)/c\right) & : x_p > \Delta_x - \pi \\ \mathcal{H}_-\exp\left((-\pi+x_p)/c\right) + \mathcal{E}(\pi-x_p) & : x_p < \Delta_x - \pi \end{cases}$$

and

$$\mathcal{P}_-(x_p) = \begin{cases} \mathcal{H}_+\exp\left((\pi-\Delta-x_p)/c\right) & : x_p > p_+ \\ \mathcal{H}_-\exp\left((\pi-\Delta-x_p)/c\right) + \mathcal{E}(\pi - \Delta - x_p) & : x_p \in (p_-, p_+) \\ \mathcal{H}_-\exp\left((\pi-\Delta-x_p)/c\right) & : x_p < p_- \end{cases}$$

where we denote the domain points $p_\pm = \pi - \Delta \pm \Delta_x$ and define the functions

$$\mathcal{H}_\pm = \left(\coth\left(\frac{\pi}{c}\right) \pm 1\right) \sinh\left(\frac{\Delta_x}{c}\right),$$

$$\mathcal{E}(\xi) = 1 - \exp\left((-\xi+x_p-\Delta)/c\right).$$

Note, we also exclude the case of wide stimuli, so that $2\Delta_x < \Delta$ and $2\Delta_x < \pi - \Delta$. A scaled version of the wave response function (48) is plotted in Fig. 7 along with the stable traveling pulse solution. Stimuli that arrive at the front (back) of the pulse will advance (delay) the pulse. Notice this matches results from numerical simulations very well.

As opposed to the case of the traveling front in an excitatory network, the wave response function of the traveling pulse in the asymmetric ring network changes sign. Thus, excitatory inputs may advance or delay the input depending on their spatial location. Here we point out an analogy between our wave response function and the phase response curve (PRC) of limit cycle oscillators derived from spiking neuron models [53, 59]. Categorization of PRCs identifies them as either type I, where positive stimuli only advance the phase, or type II, where an advance or delay of phase can occur. By analogy, our wave response functions seem to be type II for pulses in networks with inhibition and type I otherwise, as in the case of fronts. In a related context, using a nonlinear Fokker-Planck equation, [39] recently found that the bifurcation structure of a coupled oscillator population determined whether its sensitivity function was type I or type II.

D. Terminating pulses

To this point, we have considered how transient stimuli elicit perturbative changes to the structure of traveling waves. We now study how transient stimuli may serve to terminate traveling pulses, so that the structure of the pulse is permanently altered and the system settles into a rest state (see Fig. 8(a)). For a spatially homogeneous, pulsatile stimulus, $I(x,t) = -I_0\delta(t)$ (note negativity), we consider the fact that the unstable traveling pulse is a separatrix of the underlying dynamical system (1). Recall, equation (47) shows small perturbations by such a stimulus do not shift the location of the wave. However, transiently forcing the stable propagating pulse strongly enough, so that it has width less that the separatrix’s width, may cause the structure to collapse to the rest state.

This motivates us to look for solutions to the equation $U_s(\xi) = U_s(\xi + \Delta_u)$, where $U_s$ is the stable traveling pulse and $\Delta_u$ is the unstable traveling pulse width (see Fig. 8(b)). To solve for $\xi$, we first express the stable traveling pulse in terms of free parameters by plugging...
in the width $\Delta_s = \pi - \sin^{-1}((\theta/A) \sec \phi)$ to yield

$$U_s(\xi) = A \cos \phi (\sin \xi + \sin(\xi - \sin^{-1}[(\theta/A) \sec \phi])).$$

Then, simplifying the equation $U(\xi_I) = U(\xi_I + \Delta_u)$ yields

$$\sin (\xi_I - \sin^{-1}[(\theta/A) \sec \phi]) = \sin (\xi_I + \sin^{-1}[(\theta/A) \sec \phi])$$

$$\pi - \xi_I + \sin^{-1}[(\theta/A) \sec \phi] = \xi_I + \sin^{-1}[(\theta/A) \sec \phi]$$

$$\xi_I = \frac{\pi}{2}.$$

Therefore, the associated value of $U_s$ is

$$U_s\left(\frac{\pi}{2}\right) = A \cos \phi \left(\cos \left(\sin^{-1}\left((\theta/A) \sec \phi\right)\right) + 1\right)$$

$$= A \cos \phi \left[\sqrt{1 - \frac{\theta^2}{A^2 \cos^2 \phi}} + 1\right].$$

This indicates that the minimal spatially homogeneous stimulus amplitude $I_0^*$ required to shut off a traveling pulse is given by the equation $\theta = U_s(\pi/2) - I_0^*$, so

$$I_0^* = A \cos \phi \left[\sqrt{1 - \frac{\theta^2}{A^2 \cos^2 \phi}} + 1\right] - \theta. \quad (49)$$

We plot this along with numerically determined critical stimulus amplitudes in Fig. 9(a). As the parameter $\phi$ is increased to the saddle-node bifurcation point, the critical stimulus amplitude needed to terminate the pulse decreases toward zero.

An alternative paradigm for transient stimuli considers a long but finite forcing of the network. Presuming the stimulus lasts longer than the relaxation time of the neural field, we can think of shutting off the stable traveling pulse by, in effect, sliding it off of the stable branch of pulses, past the saddle-node bifurcation in parameter space. Therefore, the effective threshold of the network simply has to be higher than the threshold value of the saddle-node bifurcation $\theta_{SN} = A \cos \phi$. Therefore, a long but transient stimulus could kill a pulse if its amplitude $I_0 + \theta > \theta_{SN}$, equivalently $I_0 > A \cos \phi - \theta$, as long as it lasts a sufficient amount of time.

For pulsatile stimuli of finite width

$$I(x,t) = -I_0 \delta(t) H(\xi - \pi + \Delta_I),$$

at the right edge of the domain, it is only necessary to narrow the pulse below the unstable pulse’s width. In particular, if we consider a rectangular region of negative stimulus, its amplitude must exceed the maximal value of $U_s$, and it must be wider than $\Delta_s - \Delta_u$. Thus, as long as the stimulus amplitude satisfies the inequality

$$I_0 > 2A \cos \left[\sin^{-1}\left((\theta/A) \sec \phi\right)\right] \cos \phi, \quad (50)$$

then we predict the critical width of the stimulus to shut off the pulse is

$$\Delta_I^* = \Delta_s - \Delta_u = \pi - 2 \sin^{-1}[(\theta/A) \sec \phi]. \quad (51)$$

We compare this critical stimulus width prediction with the results of numerical simulations in Fig. 9(b). It is assumed we apply the stimulus in the right most region of the domain, but we could make corrections for stimuli applied in front of the pulse or in its interior.

V. DISCUSSION

We have studied the effects of transient inputs on the position of traveling waves in neural fields. Inputs can
cause waves to shift in the wave coordinate frame. In particular, we found that using perturbation theory to derive a response function involving the adjoint of the linearized wave equation provides a reasonable approximations for the shift in position. There is a clear analogy between the response function we have derived for waves and the phase response curve of limit cycle oscillators [53]. The strictly nonnegative response function we derive for traveling fronts in an excitatory network can be thought of as type I, since the sign of the perturbation determines the sign of the wave shift. On the other hand, the response function we derive for traveling pulses in a lateral inhibitory network indicates that the spatial position of perturbations can determine the sign of the wave's shift, a type II property. Since the process of obtaining the wave response function can be generalized, it could be applied to a number of other neural field models. In particular, it would be interesting to see how a negative feedback variable like a separate inhibitory population [14], spike frequency adaptation [21, 29], or synaptic depression [26] would affect the shape of the response function. Adjoints for models with linear recovery have been calculated previously in [32, 54]. Type II response functions in lateral inhibitory networks may be separable into positive and negative parts in analogous two population networks, depending on whether the excitatory or inhibitory population is stimulated. In addition, spatially structured solutions arising in two-dimensional models like spiral waves [30] or traveling spots [60] could also be analyzed in this framework. Such an approach may even predict the angle of deflection of moving spots resulting from a transient input [61].

In addition to the derivation using the adjoint, in the case of traveling fronts, two complementary approaches were used to calculate the wave response function for spatially homogeneous inputs. The interface technique we employed was developed along similar lines to previous work in PDE models [49] and more recently in neural field equations with persistent heterogeneities [33, 47]. We found interface approximations could resolve some of the nonlinear dependence of the front's shift on the input amplitude. However, by tracking the time-dependent speed of the front, we approximate the long-time behavior of the shift even better. The trade off is that the initial time-dependence of the shift is better tracked by our interface calculation. The adjoint method is an exact method that comes from a perturbation expansion of the response of the fronts and pulses to small stimuli. The other two methods employ approximations (they are not systematic expansions) which contain a mixture of nonlinear and linear estimates. As they are not based on a principled or formal expansion, it is not clear under what circumstances they could be used, nor, to what problems they could be applied. It would be interesting to see if some higher order approximation of the wave response function could capture the nonlinear dependence of the shift upon perturbation amplitude that the interface and time-dependent speed approach do.

Predictions based on our analysis of the termination of traveling pulses could be linked to experimental studies of epileptiform activity in vitro [2, 9–11] and in vivo [36, 62]. Our results provide theory for the previous experimental finding that large-scale response properties of neural tissue are activity state dependent. In [10], the initiation of traveling pulses was studied in cortical slices using a stimulating electrode. At a critical amplitude of current stimulation, the probability of an initiation event drastically increased. This suggests it may be necessary for a critical volume of cells to be spiking to initiate a traveling pulse. Thus, once a traveling pulse begins to propagate in a cortical slice, it may be possible to terminate the pulse by ceasing spiking in enough cells so that the population of active cells falls below the critical volume. Negative feedback processes like spike frequency adaptation or inhibition will likely switch on once the pulse begins to propagate, so this critical volume may be even higher for an already active slice. Termination events were studied in [10], but they occurred spontaneously, rather than through external electrode stimulation. In [63], traveling neural activity waves in a culture of neurons were shown to cease when the concentration of an excitatory receptor antagonist was increased beyond a threshold level. This suggests there may also be a critical level of tissue excitability for wave genesis. For the control of epileptiform activity in the brain, a model-based predictive controller will most likely be necessary [56]. Thus, it would be useful to study the problem of terminating traveling pulses in neuronal network models with more details that address the complications of the in vivo problem. For example, our analysis could be adapted to noisy neural fields or spiking neuron networks.
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